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class GenericlLinearFunction:
def init (self, a, b):
self.a a
self.b b

def evaluate(self, x):
return self.a * x + self.b
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height_of new_person = 73
estimated_weight = height_to_weight.evaluate(height_of_new_person)
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def suggest tags(image data):
'""Recommend tags for an image.

Input: image_data is a photo in bitmap format

Returns: a ranked list of suggested tags
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B2 HAMAR) - MHMNAREIG, 58— MGt S,
HAE XN E T RS, Bilin, AT RS ] BLFE 7) S chapter_37#k
2, HAFETHS i A MU EE, BATE NI =AY
fefit 1 583 AR, e GitHub U5

LR — A REE AL R AR I Py thon 2, 75 2 2 0% 7 0 1) A5 5
RORSCRF R AIME 5.

o FREFS NFALTHEAT LEFRIIEIL .

o IREZPIDHLAS NI HEAT LEZRAYRERE . XM 7 5t I R AL - A
FH M e, [HESSEY B EEAAAE — Az
1. KA EMRERN — 2, (SRR NRIER B LR N %A
a4 R B FAERERET A, ARl as Nkt i
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o HLERE—MEEAT S T 2 AR HUHEIE 741

o SAMLEILI, FFRIEEANIARINZETE.

BAV MU T IR &I a, Bt A2, AT 2a29% 13k
Fo AT VIR, BATHURT B A R F T A g T Se B R A
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BB —ASE S Jedigo,  FEAE SRR I — AN
__init__.py3CfF, XA T — P Pythoni . H3E FEAI 3L
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dlgo
__init_ .py
gotypes.py
goboard_slow.py

fEFERXI R, BT S BETRRE T, FIEA DU enum3E R IR
Mg, Playern] Ui blackaidwhite. &—EIAHFIET
2 J5, MHPlayersifi] L ijother 7 ¥ RiAT U He . 7Egotypes.py XA
5 APlayers, ACHSTE H3-1 7R,

RAER3-1  HenumFE R F

import enum

class Player(enum.Enum):

black =1
white = 2
@property

def other(self):
return Player.black if self == Player.white else Player.white

BATHEA A5 8 FH i Python il 4 /& Python 3. 11712635 Python 31 JiR K]
Z—, RERME T FZIME SR, F1niX B B RS2
Python 3R FR#AEZE 1) —#B )

Bk, EAEPython RN FRIAASR, Judle— N2 5 Wi
EF . SIS R3-2F I Point it 5 A gotypes.py L AFH .

ARGHE H13-2 - FHICH RS B RIS )R

from collections import namedtuple

class Point(namedtuple('Point’', 'row col')):
def neighbors(self):



return [
Point(self.row - 1, self.col),
Point(self.row + 1, self.col),
Point(self.row, self.col - 1),
Point(self.row, self.col + 1),

X B RATH A& sc4namedtuple, #hA] LLZE VT A28 XS ) Bl AR
Prist, Hlpoint.rowflpoint.colft# point[0]Mlpoint[1], XFfR]
PASE ARG i) ] e

A, BAE T ZE—DEIR SRS TAE [B5 Ha] B R B 3]
fEo @H GO T —ESH TR AR BT R, (Edn] g
Bk EE, EREE N m. EIEEEE#P 2 (American GO
Association, AGA) K, FRAMEHARTEZE (move) RFERIX3F
TR BT —A, A% T (play) F#RTE F—Bi 7. Kk, Move
KEBEMET (play) « Bkid (pass) Biihfi (resign) 3R]
TEEAT 9t , FEAIRBIE R Be X 3R R R i —A . fESLIRtim
B A — P Point M RS E K THIN B . FATRACIDIE §1L3-391 Y
MoveZS s il B 3Cf-goboard_slow.py

fRBSIE #3-3  BEANE: Y57, Bhdeil

import copy
from dlgo.gotypes import Player

class Move(): e---  XHEA LR E T REG TR R I E—FhBhE: is_play
. is_passiis_resign
def __init__ (self, point=None, is_pass=False, is_resign=False):
assert (point is not None) ~ is_pass ” is_resign
self.point = point
self.is play = (self.point is not None)
self.is pass = is_pass
self.is_resign = is_resign




@classmethod
def play(cls, point): - EANFMERAME FIE T — B
return Move(point=point)

@classmethod
def pass_turn(cls): - REAFMERBNE S
return Move(is_pass=True)

@classmethod
def resign(cls): - REMEMERBEENG
return Move(is_resign=True)

RSP, N A A 75 2 B 2 FMove 114 1& BREL,
1M /& 18 1 FiMove . Play. Move.pass_turnifiMove.resign kit —
AN BIAE S

R, FHRTANLE, Player. PointHIMoveZ#i & i@ B2
M. BRI RIEBA R, (ARG IEAE AR RIZ 4 .
PATX a2y 7R R 5T B0 & . ERmNETT RS, 3
BN 2 B 1B AR 2 B IX A R B AL

TR, AR AT LB 3AN R SE I LR N3, TR
B AR -

e BoardXi— K/ iR, TR 52 FRIEE;
o GameStatei— KN BIFRNCIRES, OFEHAE LrE IR -4
fiv TR ST T PA SR — N RIR S

3.1.1  SCHLEI AL AR A



fEfE M GameStateZRZ A, ibkATIZeSEINBoardZR . ffdl H i 7p%
ARG O — M9 19N NUZEE A, R ER AL A B — A28 S R
Ao XA —MRIFHE A, B8 FZEHEH TR TR 5. [
i, B B AR S 2 Bk, R — R A AR 41
S DS S TR . R = I R AN (1F % P (1 (=L SN R EB Y o
H, wleAT A 7. i, R BB s, Bt
BEAHSHET, BERTSGRBIZHEEIFHE . Ak, ©
7tk N R S

(1)t EAHLL IR A R F— 1
(2) FER A XL AT 2 T IEE TRIAR .
(3) gkstfe B IX LR A QRS AR 7, Wb fEs.

RS R R ER A NP RS RSk HR T, £ eas
200 RIS Kl 28 i X U7 S IR . v 1R
AL, HATA B AE BT — DB FE, I E RN
EREATHPIRA .

3.1.2  fE[FALHERERANIE AL ALEE
E R RAVE R, MR E ST R SR AR RefT e

PR HIE AT, R EOAERBLTHE AR, A ER XA B
PR AL AT o IXREAS AT DAAE SRR A2 AR N SR A5 B v A R



BATAT LAFE — A [F] A IE B ROy — 2% HILEE Cstring of stones)
o MR —460E (string) , WIE3-1F7R.

® 00

@)
@O
O

B3-1  fERXAMELET, BIOTA3KMEE, ATAMA. ABORIMEEA6 DR, VN LR
(Ep 7 RA30A

FAITAT LA Python #) set Jok im A b SE B AN 454, anXAgis #.3-4
HGoStringfin. XANFEHTHAE goboard_slow.py 34 H .

ARRSYE H3-4 A setZh i AL %

class GoString(): e--- MEER— RV [E @ HAE N T
def init_ (self, color, stones, liberties):
self.color = color
self.stones = set(stones)
self.liberties = set(liberties)

def remove_liberty(self, point):
self.liberties.remove(point)

def add_liberty(self, point):
self.liberties.add(point)

def merged with(self, go_string): e--- R ZRHTIHLEE, AP ARRLEE
A ALY
assert go_string.color == self.color

combined stones = self.stones | go_string.stones
return GoString(

self.color,

combined_stones,




(self.liberties | go_string.liberties) - combined_stones)

@property
def num_liberties(self):
return len(self.liberties)

def __eq_ (self, other):
return isinstance(other, GoString) and \

self.color == other.color and \
self.stones == other.stones and \
self.liberties == other.liberties

VER, GoString HIEZIREE. 4EP e H WA E. AT LA
Fnum_liberties KIRHUT R AZ X S AL EL, X LU AT H 52 21 i) M E. 50
T HEZE S ER R TEERIRZ .

A, FATE A LLAF remove_libertyflladd libertysk AiiE

BUES ISR > O Ry A AR A7 76 T, BUBEROS
2R T AR 7 S B A BT RO, B
"

)5, 1EEGoStringffmerged withJ7ik, 24— R¥& T4 AL
FEEERR R, TERHZXANTE.

3.1.3 {EMEEL By FAER T

T T 5, TP EA ST WA LE T
i FHAR AL G B 3-4rP ) GoStringZs, Y& FEMERIBEEIN NN .

(1) & IR E L HARSE AR BE .



(2) P80 XF T3 BT HH R BE )
(3) AR T IR AR T, T Z e e,

AL, W A AR EE SN0, MR/ EARE A A E. XA
Diaen] DL EH A SE I/ EBoard2E, FRATHEE IAEgoboard_slow.py 3 1
. FATRFEIEEEAT BN SV B A, R EAEYIIRI 245 7€ & )
num_rowsAinum_colsZH A . Board SN HHAE AR gridkKiR
PRHEDIRAS, B —MH TR i, Joh, RATIEEHRA R
Ny ATIEAL — AR S, RS TE B 3-5 R .

ARRSIE #13-5 A5 FE LA 2K Board (1 S 41

class Board(): e---  MEIEHA— DTN, HR ST HATECR S HOX AN 2k
iE
def init_ (self, num_rows, num_cols):
self.num_rows = num_rows
self.num_cols = num_cols
self. grid = {}

BN, AT Board R H RRvk T aIE Ji%place_stone.
ERXMNTER, BATFEMTRENGE X XA RE L, W
ARAETE H.3-6 /7

RAGIEH3-6  F 2L AH AT R EL

def place_stone(self, player, point):
assert self.is on_grid(point)
assert self. grid.get(point) is None
adjacent_same_color = []
adjacent_opposite_color = []
liberties = []
for neighbor in point.neighbors(): e--- HERERAEXNZ X AR
FLARA R A




if not self.is_on_grid(neighbor):
continue
neighbor_string = self. grid.get(neighbor)
if neighbor_string is None:
liberties.append(neighbor)
elif neighbor_string.color == player:
if neighbor_string not in adjacent_same_color:
adjacent_same_color.append(neighbor_string)
else:
if neighbor_string not in adjacent_opposite_color:
adjacent_opposite_color.append(neighbor_string)
new_string = GoString(player, [point], liberties)

VERL ARRSTE H3-6 HURT AT A 1 IS DRk A X
MEX R GERENILFN, PRI G RS e fas 1.
PN TTi E SCUMRHS T B.3-7 7

FRBSIE #.3-7 T SR TR LRIk

def is_on_grid(self, point):
return 1 <= point.row <= self.num_rows and \
1 <= point.col <= self.num_cols

def get(self, point): e---  IRPIMBEENZXAPNE: WRZEXEOE
%1, R [EIGE R I Playertt % 75 3% [HINone
string = self._grid.get(point)
if string is None:
return None
return string.color

def get go string(self, point): D A ] e N G =W M O E % =K P ]
SRR ) — B IR ER NS X A, MR FIE GoStringhf R 75 U3 [#INone
string = self. grid.get(point)
if string is None:
return None
return string

HE, BFEEEN—1get_go stringliiE, LLR[EIAS X S %N Y
A, XAThReREA, mHEEXT57 b E 2 X AR RS TR A

)

R, 3.2 R R 8



B Mk sk 7 RIS TE FR3-6 7 58 X ffplace_stone 5k,
fEnew_stringWiatb 2 G, ATSLIATT LT H) i 32084, Wk
iy 3-8 T/ .

A5 H3-8 k4L X place_stonef] iE X

for same_color_string in adjacent_same_color: e--- BT
FHAR AL
new_string = new_string.merged_with(same_color_string)
for new_string point in new_string.stones:
self. grid[new_string point] = new_string
for other_color_string in adjacent_opposite_color: = PN
T FHAT LR )
other_color_string.remove_liberty(point)
for other_color_string in adjacent_opposite_color: e---  WEXY
TR T, IR EA
if other_color_string.num_liberties == @:
self._remove_string(other_color_string)

IAE, FRATHIRRAE E SCrp R ) ARSI #.3-8 8% f5 — 47 T FH I
remove_stringihiX A & X 1. ERER 2L — S B A R
T, IXHSCH R, R TE 39 R, (HIEH — SR EER, 1
SR T RIMEER, AT RE s S EOAREL REE N, Bltn, fERE3-20
FIUUE R, WRBTTRERTTH T, R B IT IAE R HEEEAE n—
e

ARASIEH3-9  4k4XTplace_stone) & X

def _remove_string(self, string):
for point in string.stones:
for neighbor in point.neighbors(): - PR DUAH
fib LR G N < 2
neighbor_string = self._grid.get(neighbor)
if neighbor_string is None:
continue
if neighbor_string is not string:




neighbor_string.add_liberty(point)
self. grid[point] = None

XA, FATTE R T XS B A S Board TSI .

| | I |

£ ]

ERrEmEHE:. —&85 EBHRE—WAOT, ATH
105, 5—%8405. XAEHEEREMOS.

FI3-2 7T URE T, TR B A — 11
3.2 ERERIF ARSI B AR BE

DIEBRATC AL T ALK BoardVE T 5H T AU, B2 T R4kL:
LT HIE R . H e EH > GameState SR IR L AT MR
O£ S TIPS RN R iy S S R i AN Nl B = T AR
E—RIE R ARE AL 25 ahE. ASiE HA.3-101 s 1
GameStatedSiE X I kilior, AT LS4k SN EAINE 2 D)
BE. SZHI—FF, FATLRXAKIE A goboard_slow.py XA

ARRSIE H13-10 A7t FEL LT o IR 2

class GameState():
def __init_ (self, board, next_player, previous, move):
self.board = board
self.next_player = next_player
self.previous state = previous
self.last move = move

def apply_move(self, move): e--- PUTETEMEZ A, RIFGameState




IS
if move.is_play:
next_board = copy.deepcopy(self.board)
next board.place_stone(self.next_player, move.point)
else:
next _board = self.board
return GameState(next_board, self.next_player.other, self, move)

@classmethod
def new_game(cls, board_size):
if isinstance(board_size, int):
board size = (board_size, board_size)
board = Board(*board size)
return GameState(board, Player.black, None, None)

ZIt, BAIEE DLk LM 4R 7. R EfEGameStatei
TN B 3- 11 P KA B T

ARASIE.3-11  BRsE B BLLLSRAS SRR AL

def is_over(self):
if self.last move is None:
return False
if self.last_move.is_resign:
return True
second_last move = self.previous state.last move
if second_last_move is None:
return False
return self.last move.is pass and second_last move.is pass

2IBATE LTI 1wl FHapply_movethdr — & T2l E
B RRARAS, B& FORAT A S5 AU AR s B kit 7. NS
Al REMR /R A INOTE T, ENLES AN — B 1 AREE e, B
e RO EIEANEAS RN o 5 2 A 23 -

o FRNEE T IS X 2 A
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B IAT S
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FAIN A AR h AT IE B PZ RN . X FEA,  AMES BT R
WS ORFF — 20, T H AW HLEE N ZH RN . BG4
Ve B Iz 2 m R R s AR A e, EAEERA IR
U i ¥ N D N T

WA — N EI3-3F A B L, S B — M sE AN R 1
1B, WE3-4FT 7K.

O® =0
K3-4  FEXFMEOL T, PRCRIR RN BT RBGEIZ T, AR A, ORIV T Iz
2WET, MMk BT SR ESR2 1S

ER, ERB-4t, EREHTEIE TR SR, RN
HFIWE B Rz I T BT FEFT A I, X /zjﬁ’lfﬁﬁmﬁxﬁzﬂa?ﬁﬁ
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IEx, Board3SSihr EAtVFHMZEIE. {HiEGameStatedSHt, Al
A AEBLEDS R — A BIA LT rahite, e aaAs ErSEor
XA, AT H3-12 07



DI 312 k2% GameState ) 7€ L, HATEE L B Iz 1

def is_move_self capture(self, player, move):
if not move.is play:
return False
next_board = copy.deepcopy(self.board)
next_board.place_stone(player, move.point)
new_string = next_board.get go string(move.point)
return new_string.num_liberties ==

3.2.2 %

STEHE HIZHIIRE S, A DAARSESEI B 1. FRATTHESR2
B PN By 4 A0 e AR AR b B R ) R BT T RIE A WS
IR — TR S B AR e iR B2 mr IS APIRES, mia ik Bh g
B, HIXFFAEMRER T AL ESE 7. FHJLEERER T —1
Fifl. AERE3-5m,  E 77 WIRAE A e RPN LR SR 7 2T 1
BERF MDA T, HATTHRREL.
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K3-5 FEXAMRmH, AT AEEIZE2HUE T, EEXEA THAF F1IOR

FRTT B R PSZ RN g 45 B 7 R R E SR8 1. WniE3-60




K3-6  #& TR, MRIT KBS P2 BARNL 7R3 B ET5 208 T

{22 A AR AT PASL R AE I 3-5 vt + 1 (A — ks ¥, Wil
3-7H7s o

. 80@
ooo O-

K3-7  fERXAMUR T, A IR Rl BRERUR T, miAE B4

BATATLAE R, B77 A SR E iz 53R E 1, X AN shE A
BRI, KD E3-55 E3-7TH BAR L RpIRAS A e —FF . X
EFBIMEREFR N o3 (snapback) o fAjHR U, Zh4 N — M A48
A REAL R EF 0 7 1o B T A TR X MR IR S LR AR AE A
I FRANTAE SIS I B0 2 R U] B AR b /o

S ey LUl 22 Rih Oy AORSEIL, (HEREMRADEBISME L, XLk
TSR PGSR . FRATEARD g S a0 N BT — IR T
APEAREILB AR R D) L — B S HESoREs, XH, oS aamia
ERAE T IOALE, DR RIS T Tr . R G RRON R HOE



I (situational superko rule) [,

H 151~ GameStateSL I A7 1/ 8 a7 —IREMIBE, FRATAT LA
MESEPIRZS — B AL B ) B A 1D SEIRES, XS 2 EH 4 &
o B ARREIE L 3-13 RO T VAN NS GameState LAY BLR SEEIX A
W,

FRRSIE #13-13  FIWT 2 A i ARARS R 3 e 1 S 4

@property
def situation(self):
return (self.next_player, self.board)
def does_move violate ko(self, player, move):
if not move.is_play:
return False
next board = copy.deepcopy(self.board)
next board.place_stone(player, move.point)
next_situation = (player.other, next_board)
past_state = self.previous_state
while past_state is not None:
if past state.situation == next_situation:
return True
past_state = past_state.previous_state
return False

XA TR, I HZ ARG R, (He A RE. &
VT, LA MR SCRS IR ZEIA, keSS 2t
R0 SRS AT R L. T EL, D SRS R BURIE 2 B I TR R RS 1T 4
e FATTREAES.ST i 18— A a] DUIIE X A0 BRI AT B o

wJa, AT UM 3.2 O T B g A |z BN )RR, SR A — A
BT EMERT A, WARIEE B3-14F 7~ . IXFEH L5 3 T F AT
GameStateZSHEHE & X,




FRASIHH.3-14  FELETRCIRE T, FIBIX A s ER S Gk

def is_valid_move(self, move):

if self.is over():
return False

if move.is_pass or move.is_resign:
return True

return (
self.board.get(move.point) is None and
not self.is_move_self capture(self.next_player, move) and
not self.does_move_violate ko(self.next player, move))

3.3 %

THENLERA — NS IR 28 Cself-play) o £ H3XF4E
Fr, lE NGRS TS, ke S B ST, A
PEFR A 45 R — A T am bl N o EZBAF T, ATRAH B Fxd
ARV AR . ES9m B 12% %, FRATKAIH B X FERIEAL
A TanE, DLAPHEE SRR Tan k.

BRI XA BR, BB RIE BB R ERESIEFLA K. £
N ANHIRL R, WERIOT ATkl — D fEsm B2 s, —
JILEFRRLER 1o BRI NFORBEX A MRE RIS . PIAE 1T
TEAE LAY BOETC P i WHBAEXS T it BV 1, BB IR B 5 0 7
(FYNE NSRS T2y 1 [ 0p: e P g o KV S8 9 e i) 1] 5D T 1B S
Pl NRZ M2 N Z00H SRRl — B4k 2 MRS, A R& e
HeBH SR HEER, AmEETEHT .
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o ANEAE S R AL T P 6 B A IX 487 1
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o WAX TR KA — 1R, BEGHETE.

AZERFE, XL A AR LT % 1. AnERLER N A IEE X
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HTERAN XK T, AT EXBIZE) , AR 2R T 31
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K3-8  HTEMEILAMEPINIRANB. AT A ZEANBIE— R fVE T, SU&SEEH
THBRIT s o A7 B IEALEE AN H CHR

HATTHZRG I — 200, ZEIEPLER N B CIEFhE SR, 1 HZH
AR E Yo X BALAE X — A R, BT BB Ll L4
AREHAAHR R A3 LR R ST LT

AT iZA
=

2 FE MEE T I RE S K, R E RIS, R LTS
LN ATRE SR IL A RIIIR . AN 1 ORFFSCBLEZAR AT 5, AT I 42

IR IR

PN E T ZOME DG IRMCRF R AE . EIIE B, Praxs Al
W) AL IR 2 27 BT

FAMTENE—N % Nagent B FAEE (g — A~ agent ) S
e, FAEHPHE —-AEM_init_py X)) , IS BA3-15 R
ffjis_point_an_eyerR HUR N X AR i helpers.py XA A .

FRRSYE #13-15 LA EIEAS R 5 VIR

from dlgo.gotypes import Point

def is_point_an_eye(board, point, color):
if board.get(point) is not None: - MRIR— AT R
return False




for neighbor in point.neighbors(): c--- A AR AR O BIAR
T
if board.is_on_grid(neighbor):
neighbor color = board.get(neighbor)
if neighbor_color != color:
return False

friendly corners = © e--- RN T S TSN, DT RS
AN FAAHAR P 3 TR A R AR S, L 25T BT FRD S A AH AT i

off_board_corners = 0

corners = [

Point(point.row - 1, point.col - 1),
Point(point.row - 1, point.col + 1),
Point(point.row + 1, point.col - 1),
Point(point.row + 1, point.col + 1),

]

for corner in corners:
if board.is_on_grid(corner):
corner_color = board.get(corner)
if corner_color == color:
friendly corners += 1
else:
off_board_corners += 1
if off_board _corners > 0:
return off_board corners + friendly corners == 4 e--- TRl
G AT
return friendly corners >= 3 e--- FRAERLE N ER

A FFATZR A R E R T, HRAELENE, 1E
SR R B AS[R] A AR SR AN FE LI B P RN R R
WA A EARFF, TATEYL & NEIEAGAB FI A1k, XI5k
AR E TR BAR H AU R AR PR i 3k b B Az i, (HAGAM
JUJBE 25 Sy AE T SEAL B S, i EL I PR A RO D 11 22 S AR /D 2 R i K ) 245
o

34 QEHCHE PSS 1L LEHIHE
AT




56 B UL 5O IRES gl s 2 J5, BATS T LLE FalE H
DL T o XAV NIEF TS, (H BRI Ot )
WRSEHLA . FRATFR Z 50 XA LA NERIEE 8 1, nAgiE H.3-16
FIis . fEIX 858 SR ALY i /Ebase. py S H

HASiEH.3-16  HALHLE AKIZE 0

class Agent:
def __init_ (self):
pass

def select_move(self, game_state):
raise NotImplementedError()

AR A E, XMEAORE —ANIE. Irailas NACERYE =60
PRIRESIEFE—DBE. 08, ERXADTENER Al e = R HAB R 2% 1)
55, BIanvPl AT A IRGS S5 . (ERAEEAT XS SRR, XL 4e e —
LR JIDARr

BATREE — DRI LA B B BN LR AR AR B, R
A E A CHIERRIAT; anRERA B SRR B E, Bk Rk [ &
B IX A BENLHLES N ARSI AE agents H 5% K naive.py . B2 —F
AN, 1R BB O 225 BN 8] . FE IR
ANVEARAE, BENLILEE A SIZEME252%, Bl— DB erE T, wftisis
H3-17F17R

RIS #3-17  — BN BRI N, BRSO 2 254

import random
from dlgo.agent.base import Agent
from dlgo.agent.helpers import is_point_an_eye



from dlgo.goboard_slow import Move
from dlgo.gotypes import Point

class RandomBot(Agent):
def select move(self, game_state):
"""Choose a random valid move that preserves our own eyes."""
candidates = []
for r in range(1, game_state.board.num rows + 1):
for ¢ in range(1, game_state.board.num cols + 1):
candidate = Point(row=r, col=c)
if game_state.is_valid_move(Move.play(candidate)) and \
not is_point_an_eye(game_state.board,
candidate,
game_state.next_player):
candidates.append(candidate)
if not candidates:
return Move.pass_turn()
return Move.play(random.choice(candidates))

BRIy, FEHREER NN Fras R ORAE SO e FRBCE — A 25 1Y)
__init__py SCIFRAIGEAL TR

dlgo
agent
__init_ .py
helpers.py
base.py
naive.py

ffa, BATA SR SRER, AL BERLAL A N HEAT 58 B 1)
XFg%. X E S U E B R, Bz & E iR
(S SR T VN R e (S

FEIRECRRL A Ry Ak b ] DA Z2 07 Aok g e,  (BAERRIMN B WL 7 =2
I MAFF UG F 8RR, MU TR RT . FEIXNALFR R
i, bRAE1OX 1O /2 R NAL, A5 EMANT19. JEE, WRIEMF,




W12 7R/, D SH 1R

PATAT LA T8 L — TR AR R COLS =
' ABCDEFGHIKLMNOPQRST', H &g RHRRBE MM A M —F. ZAE
AT LB, ATRMER (L) SRER— N2, HDORIUER ZAL,
TR AR, AR 5.3- 18 AR AL U R ATAEdIgo ELHT 2 1)
utils.py . Gl —"print_moverd %, HTHEMmAITHERT &
e FAIE—Aprint_boardik%l, T R/x 4TI LKA I
T

AASTEH.3-18 AL A XS 48 1 S H) TR e 4

from dlgo import gotypes

COLS = 'ABCDEFGHJIKLMNOPQRST'
STONE_TO_CHAR = {
None: ' . ',
gotypes.Player.black: ' x ',
gotypes.Player.white: ' o ',

}

def print_move(player, move):
if move.is pass:

move_str = 'passes'
elif move.is_resign:
move_str = 'resigns’
else:
move_str = '%s%d' % (COLS[move.point.col - 1], move.point.row)

print('%s %s' % (player, move_str))

def print_board(board):
for row in range(board.num_rows, 0, -1):

bump = " " if row <= 9 else ""

line = []

for col in range(1, board.num_cols + 1):
stone = board.get(gotypes.Point(row=row, col=col))
line.append(STONE_TO_CHAR[stone])

print('%s%d %s' % (bump, row, ''.join(line)))




| print("’ "+ ' '.join(COLS[:board.num_cols])) |

FATAT DAL — AN HAS, 769 x Ot d R B ANBENLALAS AN B%T
7%, HAEMREZ& M E, WG R3-190 /R, X BARY E
dlgof B /b —~4 Hybot_v_bot.py ) 3471,

AASTE.3-19  AELAS NEAT B B FR 1R S A

from dlgo import agent

from dlgo import goboard

from dlgo import gotypes

from dlgo.utils import print_board, print_move
import time

def main():
board _size = 9
game = goboard.GameState.new_game(board size)
bots = {
gotypes.Player.black: agent.naive.RandomBot(),
gotypes.Player.white: agent.naive.RandomBot(),
}
while not game.is_over():
time.sleep(0.3) e--- CHBEIRER 2 EE 0. 3s, LAbLEe Ash e %
THRE R PR TG IR L 5%

print(chr(27) + "[23"] c---  AERNE T ENE AT EIE R b . IXRE
, MBS IR 4 RoRTE fr 24T AR R A7 &

print_board(game.board)

bot _move = bots[game.next player].select move(game)

print_move(game.next_player, bot_move)

game = game.apply move(bot_move)

AR AT R RSP ATk, I BUSAT N HE 2

python bot_v_bot.py
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Ao BN, BTEE X, BTSN, ERHiE .. BUNEL
J ) — FRr 5 s e — IR 1 s Bl

9 0.0000000
8 0000XX0XX
7 0000X.XXX
6 0.00XXXXX
5 0000XXXXX
4 0000XXXXX
3 0.000X.XX
2 0000XXXXX
1 0.000XXX.
ABCDEFGHJ
Player.white passes
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FERENETE, RITRE SR, g1 Ea
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3.5 ¥ FH Zobrist's 7 IniE A 5

A E i Ja — R T S BEALILES AT XS 2R, EAEX R, K
e PR P UG — Feh BB, & Al DU S = A S B AP AR B ). 2R
L LR AN R, ) DLE #ERE 36715 .
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B AT R P 5L, i R AF i o5 2 TR BE /N s 5 1

M 7 BEARLETH R AR A AER T2 . Kb, Zobristii 7 (LA
THENLE} S Albert Zobristi) % Far 44, AAE20H 2070 AX R & T
A AL N2 —) E AR R s i A R ) )z, il an [ B
o FEZobristhg A BORH, FRATFR Z A & — AR R AERIBIE
M — A E. N RFEER, SR EEN SFEILIEE. 72
B, ETFAMERRAWMIIRE, FUE19< 198 PIBE: 1, 528
Zobristhe 75 N 24 FH2x19x19 = 722N B 2 R FRATTAT LA X 7224
MG A A RAER B BE, SiRERMEEA R miL. EB3-9RR 74
BRI TAERAR.



O ErCIAMETRABIMAL,
A L AXORIEEIFX M EER
MEE (1001001) HATZ=A
© EENEAMIERTT IS, EIBFHEROC. e

HA M FoxotH TR, BIERED 0000000 XOR 1001001
TS, FEARNETER19x19HHE. = 1001001
A B C D E A B C D E

5 5 5 5

4 4 4 4

3 3 3 3

2 2 2 ? 2

1 1 1 1

A B CDE ABCDE
A B C D E A B C D E
5: 5 5 5
4 4 4 4
[ @or - ®
2 2 2 2
1 1 1 l !
ABCDE ABCDE
© T—SIERAEDIET, HITHEN O mFREEHE E—RD3ETFE,
K4 751E0101000 B Bt L. AERNAERREE . RTRIE
1001001 XOR 0101000 AT LUK 2 4 -
=1100001 1100001 XOR 0101000
=1001001

K3-9 {1 Zobristl s X ¥ T S/ EREAT A, I e b AF il i RS

F3- 9 n R B2 AT, H— A [l R X B LA
FIRAEREAT RS . BATAE ABETFG, VW I, AT B E R
(EEFN0. BNV TEMER A AR EMSAE, DA s A
5 XS NS A (EREATXORERME R SO BB R A . FRATTREX A

BEARAN 2 A IR EH, &R A% TahE,
A PR e M A E N BB o IXRE,  BRATTH A BN A (el m] LR
B HT AR AR T



ERE, RFAEMBIE, AR COE N B A E R e R
FEXORFEAFRFA T ZAL) o BATPRFIXA A ERR O 205 775
R RREE, PRUONE TIXARRE, ] USRI e ML EA%
SRART . Blan, anRER A EC3AHI R T, R AN H C3MIG A
6, Re NAAE ARSI A E PR SR, XA, &
B CIAE R 7 1 A 7 A A N I B B WA 05— IR
TReZHUR T, W EER EATH S 75 (8 4 Bl AR 1N A 2R b

WERME A AW R, 2WEH, UETASSEGA MR
CRIPRANAS [F] R R RS K A = AR R G A (6D, B4 sk mT LA
X BRI AERES . BESEPREITH, BRIMEE AR A
MR, A BRI A P RA S A

BAE B T S Zobristhe Ay, 75 BRI A HIME A E . kAT
A LA F Python I randomBEATLZE 3x19x194 AT BE A AE X RIR A2 164
PEFENLRERL, WIS #3-20f 8. VER, {EPython™, 75 HIkh
ATXOREEAE . W T2 AL E L FR G A 0.

ST #.3-20 A= i ZobristMs 75 {H

import random

from dlgo.gotypes import Player, Point
def to_python(player state):
if player state is None:
return 'None'
if player_state == Player.black:
return Player.black
return Player.white

MAX63 = OX7fffffffffffffff




table = {}
empty _board = ©
for row in range(1l, 20):
for col in range(1, 20):
for state in (Player.black, Player.white):
code = random.randint(@, MAX63)
table[Point(row, col), state] = code

print('from .gotypes import Player, Point')
print('")
print("__all = ['HASH_CODE', 'EMPTY_BOARD']")
print('")
print('HASH_CODE = {')
for (pt, state), hash_code in table.items():
print("’ (%r, %s): %r,' % (pt, to_python(state), hash_code))
print('}")
print("'")
print('EMPTY_BOARD = %d' % (empty_board,))

AT HIBITRANIA, S BRAT R IS AE, T4
PythonfUHS B /R fE T 24T Lo BRI AR LRAT 2| digoBidh 1)
zobrist.py SCAFH

AN CAMERLF VTR A E, 258 Al DUE i URT ) SOk
SEREFNLE], 205 A RS A E R 7. & filgoboard_slow.py X1, i
% Agoboard.py (A5 2 JG T A B AE XA S, 8 M
GitHubf Ui 4k F|goboard.py XA HIAIS B2 P AR . B—20, ffi—
AMEEE, HGoStringZé. stonesZEE AllibertiesZEHiEE NA
AR, RIAEEATE AN 2 JE A R Az 2. FRATTAT EAE A Python
fifrozenset B HI I setRSELHIX A4, frozenset &AW INEL
B CR BT, IR 75 Z R I e st A R O A 5, AR
Bl — RS T, WEER3-217R.



ARG H3-21 A AR AE B D stones Allliberties ) GoString 5451

class GoString:
def _init (self, color, stones, liberties):
self.color = color
self.stones = frozenset(stones)
self.liberties = frozenset(liberties) «---  stonesflliberties

MAEERSCAA ] AZ [P frozenset LA

def without_liberty(self, point): «--- Hwithout_liberty 7&K
AiffJremove_liberty/jik
new liberties = self.liberties - set([point])
return GoString(self.color, self.stones, new_liberties)

def with_liberty(self, point): «--- Hwith_liberty®{add_liberty
new_liberties = self.liberties | set([point])
return GoString(self.color, self.stones, new_liberties)

MXtFGoString, A LLEHE AN BER/E VL, KRSLIATAT
AVER . TS tmerged_withEinum_libertiesfHAth4H B /7%, NS

INOREH, AR

e NOR, FRATTRs BEH B A AN DRACAS, anfCA% IS F.3-22 7

ARRSIE #3-22 Sl — AN & _hashal 52 (10 B BLELE,  HLED 2 AL IS A5 {H

from dlgo import zobrist

class Board:
def init  (self, num_rows, num_cols):
self.num_rows = num_rows
self.num_cols = num_cols
self. grid = {}
self. hash = zobrist.EMPTY_BOARD

¥, fEplace_stone/7iEH, BRRVE T BN AR N H L5 S
fE, WIS B3-23F 7. ER, SATHARMAAE —F, RiEE%
At goboard.py XA H AT .



ARRSYE 51.3-23 1IN 7 8L R e A 1

new_string = GoString(player, [point], liberties) “--- f[EX—
T2 0, place_stonelf)SZHI R FFAAL

for same_color_string in adjacent_same_color: «—-- BKeHmA
PIFH AR BLEE & kR

new_string = new_string.merged_with(same_color_string)
for new_string point in new_string.stones:
self. grid[new_string point] = new_string

self. hash ~= zobrist.HASH_CODE[point, player] e--- &, W
BB FHAXANAE SR S LT B 1 A

for other_color_string in adjacent_opposite_color:
replacement = other_color_string.without_liberty(point)

if replacement.num_liberties: c--- SRIEIR/D BT FHAR R0 7 A
RS
self._replace_string(other_color_string.without_liberty(point))
else:
self. remove_string(other_color_string) ---  WMEXH

FEBBEUR T, AR E]

BHE P, HTEEHRNHERMSEAERIR, afCaiE 5.a-
247 o

ARRS 7 513-24 1IN 5 230 N F AL 1 X e A L

def _replace_string(self, new_string): e--—  XANHTIE BT VA AT DU
I R RELASL A Do

for point in new _string.stones:
self. grid[point] = new_string

def _remove_string(self, string):
for point in string.stones:
for neighbor in point.neighbors(): e--- PR MR N H AR
B AR T8 LR <
neighbor_string = self. grid.get(neighbor)
if neighbor_string is None:
continue
if neighbor_string is not string:




self. replace_string(neighbor_string.with_liberty(poin

t))
self._grid[point] = None

self. hash ~= zobrist.HASH CODE[point, string.color] “---
fEZobristhafyHy, 780N HIX AP S E I e A (B R SE Bl 1

e, NBoardZRUNIN—ANsSEH TH 7V, TR [RIELE 277 7Y
Zobrisths fifd, WA IE #.3-25F17R~ o

IS5 #.3-25 R [ FL AL 2 51 1Y Zobrist s A {E.

def zobrist hash(self):
return self. hash

IAEFRATT C 248 F Zobrist g A B X AL AL AT T 9hs, 1EIRATE B W
e Kt GameState.

T, B BT RO A AR X DR AT
ff]: self.previous_state = previous. IM&EAICL e, BT
KB By, AR P A A RPRE, X AMIEFER KT . Mk
FEFRATAT DA — N i AR S previous_statesKA7-fif Zobristhg
18, %5 H.3-26 7 .

RS H.3-26  H Zobristh A (A A A i RS

class GameState:
def __init_ (self, board, next_player, previous, move):

self.board = board

self.next_player = next_player

self.previous state = previous

if self.previous state is None:
self.previous_states = frozenset()

else:
self.previous states = frozenset(




previous.previous_states |

{(previous.next_player, previous.board.zobrist_hash())})
self.last_move = move

R R AR, W RS self.previous_statessz— A
AR frozenset; BN, FTELIREESEM—ME: T—RE&%
+ 5 WAL A — A& I SRR A ) Zobrisths Ay {E

FRIXEEEAE R 2 5, BT LUK K edEdoes_move_violate_ko
SEIL T, ARSI $3-27 BT

ARAS T #.3-27  fi ] Zobristhey 7 {E PRz AS iy RS A2 1547 B

def does_move_violate_ko(self, player, move):
if not move.is_play:
return False
next board = copy.deepcopy(self.board)
next_board.place_stone(player, move.point)
next_situation = (player.other, next_board.zobrist_hash())
return next_situation in self.previous_states

iHitnext_situation in self.previous_states>kfa & s st
JRAS, bR U 20 3 7 56 T R E A R RS R — N EE .

FEJR AT, XA BRI A 55w BLHE AT R ST 3oxt
FRSCHLIIE L, AT RE 8 FE PRI SOt 7

St 20 SR T B A AR A S A

AR IR S i goboard_slow.py#fAT VIR ARIEAL, FF RN T Wi



FH Zobristha % K, 24152 1 goboard.py. fEAFHIGitHub S
FEd, 3B LLE B —4N44 Ngoboard_fast.py AL SZEL, EiE— DR
THBATHEE .. REHE FRRT, BRI ARG R, (BAES
SR EAT = IR A IE

R 3 X ARl AR AR A T RO R, 1] DL A goboard_fast.py[T
A, LS A RS . R 2B AL £ T AR AE 28 o ey g A0 2 |
PythonX} % .

3.6 ANLXTZE

BAE, ENCatd 17— aevsidtr B B RMPLas N, B nl he
~BERR 25 P2 B AR, SRESEXZE. X—mZn
SKEL . 1 HA T HLE N Z R SRS 2 5, TR TR B AT R 2 ek
Z e S o

i 2 fEutils. py SCUF AR R IN— NS TR R, AN AR oy
FE AR B A8, A ACASIE §13-281 7

FRORSYE H.3-28 K5 N A N ¥4 oy B BLALAE (1 AL A

def point_from_coords(coords):
col = COLS.index(coords[@]) + 1
row = int(coords[1:])
return gotypes.Point(row=row, col=col)




XA R HOK 8 nC3BRE7 2 R0 N T N ¥ o B LA B A A bR .
TR, AT T LA — A< B IAE T T, 4RSI #R3-29
Fis o X BRI 5/ E human_v_bot.py S {4,

RAGIE 5329 AL — ANURZE R I A

from dlgo import agent

from dlgo import goboard slow as goboard

from dlgo import gotypes

from dlgo.utils import print_board, print_move, point_from_coords
from six.moves import input

def main():
board_size = 9
game = goboard.GameState.new_game(board size)
bot = agent.RandomBot()

while not game.is_over():

print(chr(27) + "[23"]

print_board(game.board)

if game.next_player == gotypes.Player.black:
human_move = input('-- ")
point = point_from_coords(human_move.strip())
move = goboard.Move.play(point)

else:
move = bot.select_move(game)

print_move(game.next_player, move)

game = game.apply move(move)

if _name__ == '__main__":
main()

FERXIARE, NEMFHET, YL ARA T TR
T 14 i 2 5 B KA AR -

python human_v_bot.py
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o MRIEHMRA K GameState i TTIRER F— A IPT 7 HETHIHL
FEAT R UA B Z 1T B B SRR A

o AW 4K FH B A2 R AR B

e Zobristhg Ay & —Fi S gL HA, 1T DML R 7 SRS 11T 4
i, FFRR Ik 2 5 4 i .

o BN HMAHLAE NAFTE—NTikselect_move.

o WAMTAIFENIALZS N AT LAIEAT BT ZR . SHARNLEE AXTZE, HATbL
AT AR SR

[1] S, AFE T —ESHTI7m R E B0 & 54,
WRR AL E K HFN (positional superko rule) . ——iF# VA
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A RREEAR TR BB XA HIRE A IR /2, NECEARERTTS,
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i AR AE I S 25 > 3820 i i i SR AE 2

SR, IXEEEORRI N AA R IR Tk . E48 7R HERZ
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ARELENE
o IR/ MUK RSLIE R B e sk
o SRR AR BT EIRL,  UIMPRGEE
o RE SRR IR N TR

BEENEBINAMMESS . B MEFFZEWS DRI K E fr
FHL HOAMES RS MRS R ET MR IR .. XA
AT 23R F A0 0e ? ERERMUF B 23R 24k, HE, R
HATR 20, BRI S ZES, MeE%E 3 — AL AL,

o [R5 EA I RO EERRET, TERE T 5%
ZHUR— ML AR ET, R ERER ORI — 152

o FUI UL Al e 2 SO AR s . FEE PR R AR, TT R B
27—, AR SHERERS REERE TN TR
Ny MEEET, MRGETR17SREIER D, AT
i E SR 2 % 5995 BT AR Ak B T K T

o ERERFAIL RIS, AL H bR I REE . EE PR,
BB AR s RTE WS, 15 S ET, wf LHENTE SRR
(8] R IERAE N — A R st

o RAFAHINAIREA S AR Al REARF K. EFRRA LA KA
1010 EML R ARG R, WRA 20N H Z4 8, wif20



fCFHAT e AR AL %

P AN AL B IX A% T, B2 AR, flin, fER PR
G, BN T, BOTRHTE, W T2 B EATAT
2, MAAETA NS S LY R R ARA 2 R A X R 5 .

EFENEEES, W22 505 (tree-search algorithm) J& —3RH R
HMg, EAVE R VEZ PRI R FE S, IR BB e Re e A B AR 2 R
k. fEARES, ATHAAEH Tk IRHE R B ZHAHA
/b JE U AT DAY F B FH B HARARAL ) e . JRATI SR A AR/ B R 2
%77/ (minimax search algorithm) . &—[A5&, ESLEXZEIT 8] 1] #
WA MR FE T AR 2 58 L Wil Ak #g 42, (BB REE RS, I
VRN B IR H T . BEE AT EPRI R, R f R —
/NER I B REPROE SRS A A R . Koz — & 871 (pruning) $0K, HJ
ATV BB 2 S A — B o R I R . BT A RN EIR,  HEAE
) #AH O SR AR G I AFR P ARG . SR BX — i, FRATTE T A
FERH 520 iM% 22 (Monte Carlo Tree Search, MCTS) . MCTS &
—PBENLE R EE, BB AR AT ) A S AU ) R e RS, B R
FRAF AR

HAPATIBAR THAFEC X VISR Z 5, 5] PO G RE BT %
PR Bl R R X AT T
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MR BT R EITIEER, Je 7 ukekdn (SIS o FATATLL
SIANPIRRERAE, RIS AT — P B 2.

o HENE S AT NE . AERE TR T, PR AR e 4 B
RIEFERGE . WAL HE PERTTES W& BEYLTER TR,
IR BT BERE -

o SEAIB M RRURUE e FESE A IR T, U7 R E A LU
PR ICRAS, B AR W, Bl T R R AR S
o MEREE SRR, BEABUE A BEE B IR 1 &
77 BREAE BAE RS IONE I, — ok, SN ER S
IR — T, IF BICIRE BIHAB DI R . Bua ws EARYE B 1 il
RRARFRAG AT IR AAE I, 3K 12 B J2 S x ) ik 7
FIT{E.
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SE4i% IR, [ B St [LPESYYL i
(PR S| AL . Stratego/ifi i #FE. ScrabbledE 7 Ak

FEAR B AN 32 B O 2 ME R B8 i RO . AR IX R AR Y



teggd, B —RIG AR B e shE. R ERAER, mka
M (EIRFE—DBIEZRT, BATHFIEX Tl Rt # & — sk,
LR H CZ JE ] Ret A shE, BRIk R vk, #ie b, 25—

HHUR] DU BT SRR o AR/ MR R BRI I 2 PUIXRE AR 5 20k
&L PRESTIL(RIE

B bR BT ARSI R 5 B i i Xk, dn PR RARATEIRL, A s
BEBE R RErE. MAKRIAES, & RxgrEbdthe i AL —FF
B, MRME SRR, ISR R R R B &

A F P 78 B TR e B AR D, DRkt IR B AR AR A 1
B, WURT LdE F AR A E 1 ) B e i AR . AR — A, 3R
fITAT A FE goboard i 1) ¥ 11 ok B P layer. Move
GameState 5538, IFESLIUHHIIFARIZ S . GameState WA R £ (35
apply move. legal moves. is_overAflwinner. A& NFHFAH
FER T — M RG], W] AAEAR P GitHub E e B o3 218

HAh&E A ALK 6 1715 %
TR Bu R m] DL RN )Rk e -
o [HFRGAL (Chess) ;

o THVEBEAL (Checkers) ;



o FHHEHL (Reversi) ;

o NHH (Hex) ;

o F[EPkAL (Chinese Checkers) ;

o JEYHAE (Mancala) ;

o fLTH (Nine Men’s Morris)

o HT# (Gomoku) -

4.2 Al PR N B R 2R T X

B2 N AT 8 T S LR AR K SR T ) T — 2P EhENE 7 H g,
FATTR] A [N R A X ARG o AR FRATTSE MG . 72
A A E 11 1 B 58 4 i IR R R e Ak b, R R R ). FRATT
A1t ) SR B MR TE A Bl /N E B K (minimaxing) o BXANARIERZ /)
1, (minimizing) F1#% A 4Y, (maximizing) MIZES, BIFERATIHEE DR
Foram A, A BRA T A S ME . FTRLH —AJ3E S 45 XA
Bk ABARNF RS (RPEAR BN T 2D FIR—FEEID .

BB B MR R FIRAE LB PR A TAFR . M E4-1, x
& NORBEMAT 25 E? XARIFAESR, A FARK THRELZ WS
ERE . XAMEOL AT LRGNy — S @ HIREU . A RAFAE — B E Rl LA Z



EH&

FHER, AR E .. XMHIEATT AR HES .

WMRXFERX LA M E T,
O IRBE -

)

O|O| «— wExE
w3 < B A4 & T4 e
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def find _winning move(game_state, next player):

for candidate_move in game_state.legal moves(next_player): e---  fEN
i i i Ak i sh e
next_state = game_state.apply move(candidate move) e--- PEWRE
BERXAEE, MRS AR
if next_state.is_over() and next_state.winner == next_player:
return candidate_move c--- RXAFERT LU L A AN TR B AR S SR
7

return None c--- XA TSR E IR

Kl4-287R T IXA R AR e e e /. Bh—
6 1 24N Al Be Ja SE B R IX Ph &5 /I RR 9 i it (game tree)

#1#AAIgame_state,
Hrhnext_player = x.
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BN TR 20 X HREZ M IR ? Ef E— D En]
REANE4-3r7~ . OB R E LAY S REAE LA FO7 i =i, (HiX15
B X 2B o XA BT 7S 5 BATTHT AR A — > i S
W AR AR FRIERI B

WROFEERILDAEPH
FEE—, WEALET

—E&ERRKE.

O « ORIEEIREARM L
R H|Or &
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K4-3 3% FROMZMAAZhE? WROMEL T M, A LFUSHUR 2 x Al EAFEAT T 7[R
BL, JFERMGILTE. oWk 20— fe AL IX R 8 1F

RADIE L 4-250H T IX AN B4

ARG H.4-2  Jk S ih o T+ ELHESR L 1) R 2

def eliminate_losing moves(game_state, next_player):
opponent = next_player.other()

possible moves = [] «--- possible _movesH RAFM T H ESE BRI BNMETIFR

for candidate_move in game_state.legal moves(next_player): e---  EH
i i i Ak i sh e
next_state = game state.apply move(candidate move) - PEWRE
X, MRS AR
opponent_winning_move = find_winning_move(next_state, opponent) -

- XSRS TR ? A, B AR DA AT
if opponent_winning _move is None:
possible moves.append(candidate_move)
return possible moves

WAERAT L EE % T 25 b F B NIRRT . R,



FeATH G E X T IX A N X ZEEIX — S G, NIz ms
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MRxAEXEET,
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HERIETR.
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Kla-4 < NAZRBUT 201 ? i AE B ik 1, WA PIA TR T DA 2 =4t 14T
B A4 A R A e O BERH L — R 5L, BRI AT AR OR R

WRAEF O BT T, BRI RENS S =L A b
B N T T ICIR RN B ALK A Ao BRAT AT A 4~ HE LR
RXATTE: ZRX TR AR, AR T RE IR AR S 3R S
. XMZHRE W EGTIRR 2%, (HAT VAN SR s, Ll et
R 1, WA #4-3F71,

ASTE H.4-3  FRBIPID AL Z 5 7T DAORAIE SR ) 2R

def find_two_step win(game_state, next_player):
opponent = next_player.other()

for candidate_move in game_state.legal moves(next_player): «--- fEH
i 3 A e ik s
next_state = game state.apply move(candidate move) e---  TFEWMEE
X, BURSARRMAT AR
good_responses = eliminate_losing moves(next_state, opponent) “---

XFFREA R RIEFIOBTE? WilARE, sliksax —2aE
if not good_responses:
return candidate_move

return None e--- AR COTHFIEBEIAIE, X ERE L o7 sk
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(1) S8 BT BIAE T — W ELBRE. MR, BRIEAEST
2.

(2) WRATLL, FHEEFRAET SR R,
RS

(3) WIERXTFARERNM, HEARGELS DR, R
e, L X RO 1.

N

(4) GRAGE, BEEXNTIE SR G RERM.

VERG HUTH 3 R BN 5 A L AL B~ eR AT il [ 4 B 5
e, e ERXAEZ RIE RN EER R teAh, B R
SLAERT— AR B B, DB TR B N E . R IEXE
BB, Al AR B — R RS an R B I E A E I S

4.3 FFRER . — RMERR A R s

FEA27 R, FATHETC 1 AT 2 AT — P25 BN TR SR o AEAT
B, FRATTRE s AR IX A s ik — B3R, JF N A T i A d%
A E. RO BB S e 8, EFEMEEMRNE, 46
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EEEBATE L MM RADRE SR 3M e Be 4 R, HI3k
B RGN, GiARRSIE H4-4PR o XA 45 R E SGRET R E T
Ji): AR ATTRMCT , IR Tk T

RIS H4-4  FoRTiF R AT R MR

class GameResult(enum.Enum):

loss = 1
draw = 2
win = 3

BIRA— A ffibest_result, nJLAZH MRS Z EHTFRE
BEIRTFHIRAEL R R ZIR W] RIEER], A RTFEET 2D
. IFEZHE R, best_resultpffi#i<ik[nGameResult.win. IR
BCFTRIESRIE, (H0] DL R, %R0k & [FlGameResult . draw.
HARRE W T, iR [0GameResult.loss. ARBAVEKIXAEE
ZAFAE, BTV gR S — A e B [ S ik S BT AT RE
FIZE, B—ifHbest result, AEEEFLEREERNNER, X
R, ZAAFEIM SRR A REAS BAH R Z5 R, X BEALPkIE H A — A3
fERPA] . AREDIE F4-5 /R T XA H I SLEL .

HASTE.4-5  SCIUR MO R A

class MinimaxAgent(Agent):
def select_move(self, game_state):
winning _moves = []
draw_moves = []
losing moves = []
for possible move in game_state.legal moves(): «---  {EINE T
AEERIE
next_state = game_state.apply_move(possible move) «--- if
I FEFEX AN, S REH AR RS

opponent_best outcome = best result(next state) e--- HT




FEEX T, UL EIR B A BRI R AT R, XN R R 2 T 4S
ES

our_best_outcome = reverse_game_result(opponent_best_outcome)
if our_best_outcome == GameResult.win: e--- MR ER
U s A 85 Rk 4 e 2K
winning_moves.append(possible_move)
elif our_best_outcome == GameResult.draw:
draw_moves.append(possible_move)
else:
losing moves.append(possible_move)
if winning_moves: «---  Hhkresk S R EME
return random.choice(winning_moves)
if draw_moves:
return random.choice(draw_moves)
return random.choice(losing_moves)

PUAET T i 1) gk S T sz Hlbest_result 7. 5427 AHE, W]
DA SR B AR R BT R . AR TS a6 s T — MR : W
Rk agd i, WAAF—IATaemg R, Bk R ERIT,

S35 H.4-6 - MR KAL RIS — D

def best_result(game_state):
if game_state.is_over():
if game_state.winner() == game_state.next_player:
return GameResult.win
elif game_state.winner() is None:
return GameResult.draw
else:
return GameResult.loss

E R LA TR EANE B, M HE AT RARRRES 7. &
I, HE KM A ABXME 1. JRIEHE D A AT ReRIatE, JF
TR — MRS . B RBON 7 =R ) s 07 BRI, WX
ASHBLUR W FHbest_result, 152677 MXASHTHLR B ge 8 345 1) et
g, XNMERMRIERZCTNER. RGBT EMEZ)E,
RS C7 i R RS R A ShE . ARG $4-7/oR T IX A&



FISEIL, Bt Zbest resultRE LB G a8y .

ARISIE H.4-7 - SEERIMERR RIS R

best_result_so far = GameResult.loss
for candidate move in game_state.legal moves():

next_state = game_state.apply move(candidate_move) «--- HEW
RERX—L, HmLA A

opponent_best result = best result(next_state) e--- A HH
wAENE

our_result = reverse_game_result(opponent_best_result) «--
R AR 4, AR Z R0 E I R TH

if our_result.value > best result_so far.value: “--- BEXEH

SERIFE LLZ A3 2 45 R4
best _result so far = our_result
return best_result_so_far
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PEIERAMB R OB 7T EENBIEOT % . B, BB IMNE
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8. HIK, FATKILR FHERIFIINOL M AE1028, mlResk B i
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Kl4-8  BYR AT DURGESE N R . BRI 4. N3, B R B AT 64N
T B IRAIHR RN VLT DA — [ A4 T REIE T 1AV B, 8 A B 4 75 1) ) 1)
L R TR 27 T

AT BMPBIELROR . —Fhae T 48 R IR BE A=) v A5 R
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PR IR AR R R R 1 48 LA T SR AT SCA
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AR P o BB AL, win] DLE RS SRIEE . (HEA T T
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A, BV, ] RIS RE st A 2 B AT AL R 2 i AE Al I X T,
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PR TSR ZE. D AUYIEHR4-8E s 1 IXA A R A R
S (HESGER, XAYE R AMNIFAZ DA R R
T, IR L PR T OV E R, SR - 2 A EE
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def capture_diff(game_state):
black stones = 0
white stones = @
for r in range(1, game_state.board.num_rows + 1):
for ¢ in range(1, game_state.board.num cols + 1):
p = gotypes.Point(r, c)
color = game_state.board.get(p)
if color == gotypes.Player.black:
black _stones += 1
elif color == gotypes.Player.white:
white stones += 1
diff = black_stones - white_stones e---  FEESE ERFATFRREE
o XM EXUT R TR Z R — 30, BRI T Rarekid ol &




if game_state.next_player == gotypes.Player.black: e---  WREET
wrmmE, BaRbCBrHE-0rHE”
return diff
return -1 * diff  «--- WMARATGETHREG, BLIRECHTHE-B 7T HE

JRAERE, XA R EE R R R s AT 28 m) LA R 7R BY B
Ko X AMIFAGERIE HH 58 KN BIHEAL {H 2 /DIE 2 F 58 e BEHL 2)1F
WFEIAZ . BITEN G125 S G U] R 52 2 R AL B A A
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PP R e, AT DLE TSR L B0, 1 o XFE AN b —
HERIMMBAE, mRFERFIERE 2 E, FHiRE VR RECR
fhi v 5 A AT BE SR A
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RIBITIEFERE 7250, By Z4an], TRREAD KD N0, K, FBJ7N Mk
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FERXRPF RN A, TR, I T BE A 9 R PG e
B VIRNLBEARTETHIREG, 7R R0, X RN
B iR BT E R TR, e s i v e gy SRR, R
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ASTHR.4-9  BWETRE SR R MR R R

def best_result(game_state, max_depth, eval _fn):
if game_state.is_over(): c---  WRGERCEENR, winT LALEIS R — 773k

JE
if game_state.winner() == game_state.next_player:
return MAX_SCORE
else:
return MIN_ SCORE
if max_depth == @: e---  CURBEEKIRIREE . A E A& H SR 3 E 4T
EFHI BN
return eval_fn(game_state)
best_so_far = MIN_SCORE
for candidate move in game state.legal moves(): «--- IBIFTA N REEl
(E
next_state = game state.apply move(candidate move) e---  ER

BXAENE, BEMRSZRA AR
opponent_best_result = best_result( e--- MCHETHR IS, B
T EAESE R
next_state, max_depth - 1, eval_fn)

our_result = -1 * opponent_best result e--- WX HEEMSA, K
ATAR L L & 1 I

if our_result > best so far: e--- BERXNGERETZAEEI R
ERAT SUNY S

best_so_far = our_result

return best _so far

X BACH ARSI H4-7 0 B MU R SLVE B AR L, Atk
Ree I e e A Prai . ER AT~ Xl

o WMMEMKFIEA IR BN/ RIGECT R/ IAREE, 1
IR BT, FRERR PP R B E . AR50, AT —H]
ERRTITARTESD: BolEEWRE T RS TER



i SBR M. AIATA T AL AT R 2 )5, R ZERAS 7 3fe L
-1, el LA R B SR .

e max_depthZH ik EHAi RN H. el —1 ks, XME
1 o
o Ymax_depthZf0R), min] LM IE3 2= I8 AR VRS R %k 1.
S A LA S B O g, BB Tan A 52 e FE AL A8 A
A . XA REE 2 — MREAESBIIEE, 1 HX A MRS € IR
25 Hi ) 1) B B 4

4.4.2 F|F o-BET Y 46 e 18 2% v

\1#

nE4-107r, BETEE BT, EHEBAEF /DN ITRERICHIRZ X
V& T m%ﬂﬁﬁéﬁT FTRE DA ST T, TR 354550
Bre XBIKU, KRR U ANRATABRIE T, =
GuqTE? BFNE, WEIL SRR ? HUTEARRIBIN O 2 ks 1. 12
BIHAERE, HFATEATAREAZHTRRERE. — Bk
T ETTR A s N, AT AT B SA /N T HEARIE A 38 S BT
T BMESE T DT RET . XL a-po A,



BAAE—TEAOEMN:
ALEAREFIRELT-

|

2377 423
BIAEETMXA |
O+ OB

I

HWIFREEFAEBR B,
BEEHCEITFEBLE
XIERT

Kl4-10  FRIJ7IEAEH RBAEA /N TREARIC A i L% IR BITE ALY 7, W BT T LAEA
SABINE, FFMz I BT AR o XGRS BT RO 1, IATBLSZBI S g e, mANE &5 2
LB T HARITTRERIN. 7 (AAB D

EIRATRE B AT AR AR5 b N o-BEY A BV . SR AE TR
B B 5 0 R B BT R SRR KK IX . Bl4-11 878 T 5REH 2
— IEFEAENE, FEERTTRI A BV . XA IR T
AR L, BEERADS B IR B3I 2 Al . BT LR
2, TwATWEIR, BTSRRIz I A VE
I NRRTT+20



T e AERFTFERARRET,
“\ BIRE 3.
{

—ILJJE%Z% " EikiT I

i /

\\
e ol R o

L2y e

X

A -2

Kl4-11 a-PBIR HRIZE—20: SETHE BRI — Nl ResfE, XTIk, EAMERTED AN
+2, FIHECALE, Fik54.4. 09 AR EE B A R ke A

E, BAVZREITH T Al aesifE, BE4-129 5L B AL
AR BE BT AR AN, FRATTRT BA3l o i 2 7 I ml RE R IRl N B 1 #
BVl AT AT MELE EAVE T, JFigisalizi 1. RERITRL,

NI 4. EAME E—RIGHheasthrid, WEREBITEAR
%, AT ARG B2 PR . TR DT W RIEBRAEB VR T, A H
J7 BRI RERE BT PRI BR i 2 -4, HEERTREEK. BT-4C4tb+22=
M2, RESATERLE-DERT . XA A LA R R EE
AT EEAG 1, IFFHEANRINEIEZ JFieH E 2 e /A A
R, FATATLRER T ERZ U EE, ERE R 53R 31 e 4
A A Rk



RI+2

SN7E BT Al
Bﬁ%?ﬂﬁofx\\,%%i
B4 T

-O® | B
X — B EE TR AL
AT T e B iR, - M

XA BRI EBRE T X—FOETHE
HEAEARET . PG T -

B4-12  o-BBTFGIEE —20: BUAEXT BB 5 HIEE AT B R BT VAL . XEHE, AHE —AN B

e, FLANZIHARE T KT R, 1% 3P -4, — BARE TR ANURG, mhaT BASE 4l

TR RIEAE, Bt HAR T RER) B 7 IR T . RIS B O R REIE A H AR L [ R, (R
TATC A FNIELEB FV% T EEIEA VA T HEER

ARG, v 7 o-BETACR) AR, FRATERI 1R € 1)
PPAS, AEAE SRR AR, PPAS HH 2 3T T B AL AR bR AT
[f1o DA, o-PBYA AT RE T4 A IR Ta] R -3k B dpe 2 70 SCHIR L. B 2R
T AE VPG B IR B 1 e 50, mRE S I B A ) 50 (BAE SRR
WHITEOL N, BlEe — B A B 50, a-pBIRF AN 5E 2 IR E BT
B R R

N T SEOBIRCR:, AU R i fe P RIS TE 3 2 H AT e XUy
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def alpha_beta result(game_state, max_depth,
best black, best white, eval fn):

if game_state.next_player == Player.white:
# Update our benchmark for white
if best_so far > best white: e---  EPXTE 77 R OO R AESS

ES
best_white = best_so_far
outcome_for_black = -1 * best_so_far e---  NETIERFEANE
, IXFERERBNREEAR B ITI E— D aE. — BRI T A Re g e R T i B sh1E,
R A LU I T
if outcome_for_black < best_black:
return best_so far

FATA] LAY F R P BY B S DR A I a-B BT A I T RE . AXAS T #14-10
Jeor 1R B S AID  IX BARRD AL B 1 7 A A i A, A e R —
B A ARG SR A T R 7 A0 A A3

B, RELTBHREEFibest_whiteiFsr. B TR, MR
A LME IR BTSRRI o BRATT AT LUK Z RIS 00 SR 20 SOh 3k 2
[R5 AR EAT EU A T R (1 075 RT DIORs RR 7 PR AE SE AR 20 H, 6
LRI TG EFEZAN0 T, A —HRERBLS s

AISE 1 4- 18R 1 o-BBI B — A 5e S

AR H4-11  o-BEIBCH)— e sl

def alpha_beta_result(game_state, max_depth,
best_black, best_white, eval_fn):

if game_state.is_over(): c--- fAEHEESCEAE
if game_state.winner() == game_state.next_player:
return MAX_SCORE
else:

return MIN_SCORE

if max_depth == @: e---  CIABRIERKIMRIRE . FH—BUR & AFN SR w
EABIE P HI IR




return eval fn(game_state)

best_so_far = MIN_SCORE
for candidate move in game state.legal moves(): e---  JEIRETIFTE I

HiEEE
next_state = game_state.apply move(candidate move) e--- WK
BUZABE, MR A8 At 48
opponent_best_result = alpha_beta_result( e--- NSRRI
X TP ReLS B iR R
next_state, max_depth - 1,
best_black, best _white,

eval fn)
our_result = -1 * opponent_best result - AWK EEM L,
ATAR B A2 & 1 X T
if our_result > best_so_far: e---  BTHEREXNEERZE G HS 2
(EXET SRS
best _so far = our_result
if game_state.next_player == Player.white:
if best_so_far > best_white: e--- AP EHmESER
best white = best_so_ far
outcome_for_black = -1 * best_so _far  «--- HFIEERXREFE—15E)

PE, XA RZ L ULHERR, 57— shERI]
if outcome_for_black < best_black:
return best_so far
elif game_state.next_player == Player.black:

if best_so_far > best_black: e--- BT EP SR
best_black = best_so_far
outcome_for white = -1 * best_so_far e--- MG IEEEHFE D)

&, XABE R L DUHRER B 77 BT — s /R RI ]
if outcome_for_white < best_white:
return best_so_far

return best _so far
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WAHEIE B.4-12F7R, B L — 1 H2EMCTSNode, DARIRIE R
BT —5 5. FFA-MCTSNode 5 &R A2 R ol LA B M.

o game_state— W ZE M Y HITT M IIEROIRA (RIFLR DA T —H
HEIWTTT .

e parent——Y{FIMCTSNode 7 mi AT il o ERIM IR /1, Al
PUEE Hparent % & None.

o move—filUR H{EIH /I _E—28h1E.

o children—— 3| W S A 71 KSR .

e win_countsHlnum_rollouts——M 715 5T GE I BT A HEE I 48
HEE

e unvisited_moves—— M\ YEIHL 4R, FTA Al RERI&1LBIES
Lo XADHIR R LI LI E O 3 — T s E . &4
RIS IN—A0 0 S, FAT#B= Munvisited _movesH$HZHH
—ANEIE, NEER—HHIMCTSNodesL B, FHEs %] children
IR
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class MCTSNode(object):
def init (self, game_state, parent=None, move=None):
self.game_state = game_state
self.parent = parent
self.move = move
self.win_counts = {
Player.black: @,
Player.white: 0,
}
self.num_rollouts = ©
self.children = []
self.unvisited _moves = game_state.legal moves()




BEAMCTSNode ) 7 1A A — AN 53 R s g i 19 3,
— M EEHEEES I EE . RIBE R4 13 R T TT

ARALIH H4-13  BEHTMCTSH RS s B AN J7 ik

def add_random_child(self):
index = random.randint(@, len(self.unvisited moves) - 1)
new_move = self.unvisited moves.pop(index)
new game_state = self.game state.apply move(new_move)
new_node = MCTSNode(new_game_state, self, new_move)
self.children.append(new_node)
return new_node

def record win(self, winner):
self.win_counts[winner] += 1
self.num_rollouts += 1

i, BN LIS B TR, T U5 RIS RE B

S = AR o2 AT VAR MR A I 2

w

is_terminal—— e iR 2| 44, MR OKIRR| 4R, A
REdk s AT R T .
winning_frac——iR [R5 — 5 FEHETE SR EI EL 2

X LA B H ) S A T H4-14 7R

ARBSIE #1414 HF U5 MRS A7 R YRR LA B i

def can_add_child(self):
return len(self.unvisited _moves) > ©

def is_terminal(self):
return self.game_state.is_over()

def winning frac(self, player):
return float(self.win_counts[player]) / float(self.num rollouts)




SR B S G, win] LB FSEMCTSSIE 1. B
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WA IR E R IE AT

TR G, RERERMAETED, BRI —A0 LR
AT R (RMEAATIE B AR AN IR R S s E A =D A
1k select_movefi 5t ki il L4k S48 R Eetd: o0 S, FRATTIC BT I 2
EREARSEI, HIE4.5.27T RN

B SER T S G, Hadd_random_childskik#—AN 545
B, KB edRmaE R T . Hifnodes®s /N6l IMCTSNode, B
A B AR AT HET

WAEFRATTAT BLIXANAS i F simulate_random_game - 4n HEjH
1. simulate_random_game[(JS2Hl 5 535 d1 /i fJbot_v_bot sl
*Hﬁ o]

B Ja i BT R A R LA B AL SE T sk S TS
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class MCTSAgent(agent.Agent):
def select move(self, game_state):
root = MCTSNode(game_state)

for i in range(self.num_rounds):
node = root
while (not node.can_add child()) and (not node.is_terminal()):




node = self.select child(node)

if node.can_add_child(): e--— CREET I S N 2 R A
node = node.add_random_child()

winner = self.simulate_random_game(node.game_state) “---

MOEAT TR, AR — R B R LA

while node is not None: - CHIEEA R A ITEN A
node.record_win(winner)
node = node.parent

ST HEE 2 5, S~ —DahE. X R 2R P8 A
HIFTA 9 >0, IR FFRMER Eem B SCRI AT . AURS IS H4-16 R 11X
AN THRER) S o

RHLiEH4-16  SERMCTSHERE /5, ®HF— e

class MCTSAgent:
def select_move(self, game_state):

best_move = None
best pct = -1.0
for child in root.children:
child_pct = child.winning_pct(game_state.next_player)
if child _pct > best pct:
best pct = child pct
best _move = child.move
return best_move
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def uct_score(parent_rollouts, child rollouts, win_pct, temperature):
exploration = math.sqrt(math.log(parent_rollouts) / child_rollouts)
return win_pct + temperature * exploration

class MCTSAgent:

def select_child(self, node):
total _rollouts = sum(child.num_rollouts for child in node.children

best_score -1
best_child = None
for child in node.children:
score = uct_score(
total _rollouts,
child.num_rollouts,
child.winning_pct(node.game_state.next_player),
self.temperature)
if score > best_score:
best_score = uct_score
best_child = child
return best_child
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AR R 2 B MGAR N — R Blhn, AT AR AA e S —AT Y
BF7. 5. 3. 9. 3. 0%, (HEHESE T A DE KNG E N K LKA
Wro a0, B 5-1 EEsAT I E4sk B v, ARMESr P 2 K2 41k 429 .

FliEHEAREDNEER
EERADEEGOEEB
P4 215171 /16]512
olslalalil«l Tl 6lo)
BEANAENEIAaNn;
DEGEHEAOEERER
elalol s /|23 (]4]1]
FEEBENSHAMEDN
HANGEAREIDE
I K Ex A Fd rd E1 ] ED X

Kl5-1  HUEMNISTFSHFHIRER —SAEAR . XA Sus th & 78 i 5T i — A

MNIST & EHR AR A iR, HA AR 1o~ 9m%y, H
RS G P i 2 () L ST

AR LR, TELEMIBE . XEHETUIEARTR
GitHubfCHS 3 2,  BAE XA J2digo/mn 1 44 ymnist.pkl.gz ) S04 B .

RA A EE T AR E S RS HME—, 3K
M A L AT N FRAE AT IR S50, Z98, IR n] L2



B HEE (T GitHubf A B o A8
5.1.2 MNISTZJ5 1) 7 b 3

T I O S AR 2 0~ O K, FRATTR] DASE R — FhRR gl
Y Cone-hot encoding) HHE AN AR ZAG H oMK N10/) IR &, 40
RASIE RS- #ilin, Hr1n] DUEHON— KRB V10 M &=, HA
FEALIRE L, T HARO M EAL R ME S 20, Sh#hdgmft 2 — MR A H K%k
AT BESMILEE s a2 M. R ES RS
PR RFREEL, XA T 2R LR R 28 22 SR BV B 25 5 X 73 AN [F]
AR A Mg, #¥2%/~AN[e,0,1,0,0,0,0,0,0,0].

RIS BA5-1 A Bgm i S MINTIS ThR 2533 4T 2w i

import six.moves.cPickle as pickle
import gzip
import numpy as np

def encode_label(j): e--- HERLIRILAKE AL &
e = np.zeros((10, 1))
e[j] = 1.0
return e

MG 5 L RO R BT AT B CRIREAL, IXFERL AT B A e
9 5 LA N R AR A AR MBI (probability) ,  IXAEZ IR
TR IRA AL

A S mnist.pkl.gz A A, FATAT UL I E B 134 AT AL
Pl ISR SRR B A A s . P2 EE1E, BT 2%



PRI GRS LA 57 > S, A I R Al SR 10 25 > R
S T TR BN IESIEECE, AT PR DI R

MNISTH 5 4 i B /2 451, S v 82818 R . BB
PErT LAk s 4E B 784 (RI28%28) 141k [7) 5 (feature vector) o iX
BRA7EeEF RGBSR, REGRERENRE. XA RERSEMER
PLEROER1, HA0Rom A, 1R, WRESEH5-2R.

ARSI H.5-2  REMNISTHE e H AR i 8o 25 Kt 5 0 il H e

def shape_data(data):
features = [np.reshape(x, (784, 1)) for x in data[@]] «--- KA E
15 S~ R B N7 84 I RHIE ) &

labels = [encode_label(y) for y in data[1]] e--- A RIFRZEHR A A
IRt AT i

return zip(features, labels) e--- QIERHIEFR X
def load_data():

with gzip.open('mnist.pkl.gz', 'rb') as f:

train_data, validation_data, test_data = pickle.load(f) “---
I INEMNI ST, 1933/ Ml 4

return shape_data(train_data), shape data(test_data) c---  ZEEEIE
HAE, g HARM A B R AR

XFERATIAF R T — A RARMNISTHHE £ R R R RRIE PR S
WA NI . 42 R AESS vk — P LI R 25 >0 l e oA Hh A
fERR SR 2525 b BARTE, BATHTE B vH—Fh Bk 5 I 2R dE 1
RIS ARAE,  FFARAE DR 45 H B ARRAE F00I HH 6T B R AR 25 o

PAVET — T LUES], A2 AT DR I 58 B T AE . 341
Se v — il LA 5 IR A 71X S N B = A e (R 3K [ e e R %



F0F N SR — THUAE X ] B A 55 Tﬁﬁiﬂ‘]ﬁﬁiﬁﬂ%ﬁﬁiﬂﬁﬁﬁﬁ/\ﬂ‘]ﬁDTﬁJ
RX — i, WARMEARREIRAT T i fe] 1 AR BIFRATI T /) . XML AR, B
KB AN, AV TCVEAERETE 2 N A JNIE, WERRON IR e
(Polanyi’s paradox) o 1X— 5 FECFRATAR (7] v+ BB A A Gn e fige
JRA [n] A AT 5ol PR X

FEIX AN WL HH 4y 78 OB A €0 1Y) B 2 ] 2 5 G )1 (pattern
recognition) , BT 5E FHAE MBI 7R A KR E. 151
an, ORBCRMGEIER); X, fEVFZ ER I H— & MR B RN,
R X Loy AR 3, AR DOl A B T 58, X T 5%
FHEATHEE 2R 4 — MBI, R4 5HAmE AL, '
NEZ IR T8 B R . AR TE #.5-3 T average_digit ek m] LA
THE— DR EE.

ASIE.5-3  THEA RS T BRI EE

import numpy as np
from dlgo.nn.load mnist import load data
from dlgo.nn.layers import sigmoid_double

def average digit(data, digit): e--- ONEERSET T R E B TN ATTE
A
filtered_data = [x[@] for x in data if np.argmax(x[1]) == digit]
filtered_array = np.asarray(filtered_data)
return np.average(filtered array, axis=0)

train, test = load data()
avg_eight = average digit(train, 8) e--- UK 8K IEAE A — A fa B Y
MZH, FREINEC 78

RSP R T8I T I B R AR ? Bs-245H T &S



Kl5-2 X @MNISTYIZREE T I F 5 Hr8n) K. @k, H8E N FEEECTE
B, 23— HERERMEIPE R, EAS] R AT R G R IRAEH 5 578

BT FERE T MEZ R ZERE A BEIR K, BT EGR< BAa
U B IR OU SEAT S XA T, (EE AR AR RE W A
e AUT8. WVFEAT AT BUR] A B R R A it 22 i) Al 58 7 AURY IR .
S-S AT LARISR TH R B8P BIE,  IF st BIS-2 s i ]
%

ARSI #.5-4  THEIF R IR HUT- 8N 2 &

from matplotlib import pyplot as plt

img = (np.reshape(avg_eight, (28, 28)))
plt.imshow(img)
plt.show()

MNISTH IR H 2 781 T 5 flavg_eight & T HF8E KlG +
e RILREAH B B . AT LM FHavg_eight{E A — e i Al i 2
FURFN W FA KRB VN [ B e 5 N8, TR Mz =t, &
THETHE SR, SR A E, XEHEE T Plitavg_eight 41



R

NN, A PRI AS A A T R B E W =
np.transpose (avg_eight) . ZAJETHEWHXT S, B2 WHIXT
BREBRAETE, IR PE 784 S5 RGN . W R IRATT ARV 2 IR
1, I xS 258, A AxWE R SWHIE I T NiZF ZA
ZHIOE. MR, WERxAREFE, WA e SWHESHS D
AT LA R 36X Ak, iR G BA5-5 7

ASTFE#5-5 A R e R SR R AR

x_3 = train[2][@] c---  NARRMNGFEA R E T4
x_18 = train[17][@] e---  ThRAL7TIIIGREA R E T8

W = np.transpose(avg_eight)
np.dot(W, x_3) - RER—IMTHE R 201
np.dot(W, x_18)  «--- X WIIHESGRERSGL, 4454.2

BATEIPIPMNISTH A,  Hrp— MR E 4, 57— MR
8, HITHEEANTEHEWK S ITLLESR], Brsm mifid foN54.2,
I T AR AR S5 R20.1. BRRBATEN % 7. A, sl
AL DI N 24 AW e Br7-ele 7 BEAS AN R & s B AT DU
EESEUE . FRATAT DA s AR B A7 52 40 (oransform) - BJLS 2|
Sy VG A0, LI SEANME, S8 st nT DLAE & B — > 00,51 A 1 4 My
BIE, X T RE RS R LA e 8 T .

BT, AT LLfE A sigmoid PR 2. sigmoid PR A H ok R R
X —A X, sigmoid B EE XU R -



olr) = ——

1+e

B5-3f&7R T IXA MBI REURAR, 3w I — S EREAZ .

0.8 //
0.6
= /
=]
04 /
02 /
0.0 e

K5-3  Z:Hfilsigmoid R HU BT o sigmoid bR HCKS SEEUELIBR AN [0, 110TERI N . FEOMYIE, "B
R BRI TREE S HUE I A R ), R AR AT 22

BN R, (B4 sigmoid ki FN H 2 R AR 0 2 AT, ARFRATT e AE
Python % 5 sigmoid BA £, U CASIE FE5-6 17~ .

RADIEH5-6  ydoubleE R Al m] & 28 7Y [ B4t ST 17 52 1) sigmoid R £

def sigmoid double(x):
return 1.0 / (1.0 + np.exp(-x))

def sigmoid(z):
return np.vectorize(sigmoid double)(z)

B, HAEES - IdoubleZ R Y S H 1) A
iﬁ(sigmoid_double, SR I B B8 RSB X 1) = fE i sigmoid BRI 4L,



REANRBSAEART R Z IR LR ZANETEE, 2isigmoides
e R Cg R HaL, FIRTeRiHSE R M ML, sigmoid(54.2)
sigmoid(20.1), HtJLTPIIEX 3 T o BRI IXA T, 7] DUR SRR i
HEAOMR 2 Cshifting) o FRATHEHAT — X FE MR ERR 9 N H — 4
i 7210 (bias term) , ¥ HYEb. MFEAH A LLTHE Y, (WZE T —

A BRI THE &b = —45. A T BCEMRZE I, DAL R AT LA R AR
35 BA5-7 Bt i) 5 ikt SRR ) FLE. (prediction) | s

AR5 5.5-7 6 AR MIsigmoid & £,  ARAE AR 5 0 72 T 5 HH TMEL

def predict(x, W, b): «--- JBEd X np.dot(W, x)+bff%iH N Hsigmoide&Ekit
SR HH — A TR B TR A
return sigmoid_double(np.dot(W, x) + b)

b = -45 e---  RIEZAGFEIL RG], K w22 R E N -45
print(predict(x_3, W, b)) e---  XMFArIRE], HTE T

print(predict(x_18, W, b)) e---  RXAMEFSHIRG, HAMELe.96. FHIRIXA
Je R AR A BRI

M TR A 7w _3Mx_18H, FAIMFE] 2 NIHERISE R, Bi#E
HITRINE ) LFo0, 1 JE & TIMEBE 11, FRATIEX AN Wi A )
EXWL Blo(Wx + b) 13 2 5 x4E A R ) ) SRR, FROAT 3 B )

(logistic regression) . KE|5-4fg7R [ IXANEIEH T-4ER2 A48 M & 17
i



y=0(Wx+b)

yE&B T Xx,~x,

HARE=E .

KIS-4  XPERBIHERBI, R4 B2 v A N v xR 20~ 10040 By . A B2 B4 tHy o T
B A X TR 4ME

N T BRI T AR AN AR TARRCR, AEFRATH e R SR A Ik
FEA AT A B TOUME . WIATRTIR, FRATTA] BAE C— M s, Bk
JiH {6 (decision threshold) , FKyiE WME 2 & HAE 8. Al
AL PR AENT 2 C(accuracy) YEAPHALTENS . AERHZRHUE B A 1 TN 25
RA T ER R EL A, anACRS T HA5-8 T 7

ARRSYE H15-8  PRAG ] T PSR ERE AL T

def evaluate(data, digit, threshold, W, b): «--- AENVEETERR, FRATATLA
MePEER AR, RV 0 45 SR A TN 1 0 e
total _samples = 1.0 * len(data)
correct_predictions = ©
for x in data:
if predict(x[@], W, b) > threshold and np.argmax(x[1]) == digit:
c---  CRECF8IM SIS, & — U IR IR TR
correct_predictions += 1
if predict(x[@], W, b) <= threshold and np.argmax(x[1]) != digit:
o---  IRFERT BRI BRE, JEHAEAR R SEA R TS, AW —IKIER K
o
correct_predictions += 1
return correct predictions / total samples




LEFATTAE H XA PP Ail R BOR VAL 3N A S R BN B & I ZRER
MM AR T P B8Ry & . AT —FF, X B R BIE B
N0.5, BUE AW, WZET b, WARSIE H.5-9f7R

ARASIE #.5-9  THEL3HlE SR 1K T HE A %

evaluate(data=train, digit=8, threshold=0.5, W=W, b=b) e--- IXA MR AR
AU R0 L IHERf R N 78% (0.7814)

evaluate(data=test, digit=8, threshold=0.5, W=W, b=b) e---  fEIEEEE E
ER TS, N77% (0.774 9)

eight_test = [x for x in test if np.argmax(x[1]) == 8]
evaluate(data=eight_test, digit=8, threshold=0.5, W=W, b=b) e--- X
MR B 8 I S S AT PIA, IR R h67% (0.666 3)

AILVE R, EHIIZERMER R R, LIN78%. EIHFAARE,
NEA TR 2 @IS A 264 B (calibrate) MASHHT . (HZXY
WMGREHAT VAL B IEE B LT, BV IGIEAR F R FH AR
(generalize) , B &AW FIEHESEFIPATRIOR . A% HE Ek
MR TR B8R LRI, HEMERZIA77%. 18— MR i
EATEE: EPraEFerllE T, HATHES] T 2166%HHER %,
XAE A T RGBS B 8 IATT R ge s p 2 o XA RAE N —14
FREIO R DIFERZ, (R A2 e 1A BN IF 45 R o B4 2 JIWF L H T
)RR 2 XA WLt 7 o] AL BE 42

o WM RBEX ey (Wb vEiys) S5HAhTERT. H
TN SREEAN MR LR h AR 1 B S i o3 A A2 2 1l 11
(balanced) , FFSMIFEARZAIH 510%. Kk, HEH IR
T A 90y Ay BT, IRATTELRETS 2IZI90% I #ERA % . £ 70 M
FRL o S A R I, 7R EERE A B AR 7SS A 1T (class



imbalance) HJI&H. HEEX— i, BAFEMRE 6 L 77% M)
R MAFEAENT 1. WATH Z0E L— 0] LLEaA Tl 4= 5610
NI

o MBI/ N XN THETMARNKMNFSEBES, RITK
FH AL B R INE BN UG AR [F] o AE L I A /N B R SRl 3R
XA ZFENFE RIS RAIL ) . il — 5%, Bl
A] DUA R Al 5 22 2 BOR B SR A0 i mT g A2 4L

o XTI EMTMAE, FATR R E | — A B A E %5
et N8, T FFECA S T ) AR R PPAL A ) i B . A
o, —/NTRIIE N0.95 ) IERA T, & g b TINAE 9 0.51 7Y Pt 25
REFUWMRST. DA RN E1E R 2ok R s BN 5 B SKf 2
B IR R

o XM HE W E iy gl FHIEME K. BARERNE —IRE
WX AT RE R — ARG R, (EVLE S HIERRAAE T AT ERE
NATDR S AR s N 2 E0E R, b FEvEE R85,
BB IR PO, #ORE E oA AT, RE e A2 B
BRI, 75 EAR N A A R, TR RS
PR VI 25 50 1) T00 00 20 SR e B0 S A Y S 2 AL

R PR BATTxF 3 A g 20 1K) N FH R AT T R S A B B I 2B AT 1 Ty R T
ST e, (HEH N Ca R B Mg IR ZRE 1. £5.2
T, BATSAMAART RGPS E S, 8 R i B 3 r4
A TR A I T N AH 22 X 288 18 0 PR R3S

5.2 FH 25 ) 28 B A

FATR =T e FOCREE NG 7 BT THI (I 40 D2 AT Pl s, fih el



2R A IMEIRRAT S LSRR B, mim L ATV E R R 715 2
(B 1 AR L REA 31 B A TR A S A W 2% () QBB 2 o AT it I A
28 W 25 FRVE 5 R BB IR 5. 11 A AR Y

5.2.1 P S [B] U R A T B A 2 R %

FE5.177 R, FRATTSEEL 7 H T o070 7% (binary classification) %)
REAFE. M s, FATH—NRHE R ExcR s — B,
TENEIRIEN, R ERUMNERMEW, AEHRINREDD. %
32| —D0~ 11 TNA{Ey, W] LAY N Hsigmoid ki3 : y = o(Wx + b).

XEREFEIER LA HERLR Exn] LG R Ma T CERRRN
—AEIE, Blunit KRS, EEEWHbEyHE. XM RREATEE
ERES-4TER 1. Fi5h, sigmoidn] BUEME—MNEIH R, PN &
Heowx + bIJTHEZER, JRREBES R0, 10, 40 ROk 45 R AR -
BRI, RN oy oaE: A4 RAERIToN, RS
2 ARSI ABATAT HEIX A FE BB B e N A M 21—
AT FLR B

5.2.2  EHAG 2 H 4E 0 20 R 4%
TES AT IR, A T T 5 O R B R B A A R4

K. X85 HARMU . (HRRIRAT R IR OSBRI T A 10
K, BN FRAERIN . B B, ESEHX— fOIFA N

=



AE, By, WAIbFIRRI N RI AT, Boagihiid, w5238 R
B . AU 5 22 T

BoE, BAHCySONEE 10/ A & AR ER FEAR LA
B ryml aett .

Fﬁf{a_
N

Ys
Yo

PR ORALTRATTAH Bt 1 A FE A ZE T . W2 — MK N T784
HyF &, IAEIRATA LR E SO RS 910, 784) A RS . IX AR5 AT BAXY
WAHIEI N R ExIEATAE MRy, Biwx, H45 GV R4 g 10 E.
A0 R I 22 TR O 4E B 9101 [ &, ] LR R S wxAlin 7. &5
HER, MNT—"mdEz, JATA] LS & R E—1 705 M sigmoid
PRECK THELREAN 7] & Y sigmoid (A -

[o(20)]
olz)
o(z) =

o(zs)
alzy)

BI5-5/8 R T XME ISR E, wEl A 4N A E TN 27T



y=0(z)

o)

el aum Mz E— T E
ﬁiﬁ\ﬁmgiﬁﬁ [z Al sigmoid S % .
SERE WA XL R N MR
HERE 2 EE 2, F2HEE,

K5-5 FERARER AR T, AN AL TR R M LT e mA R ES A
2 x AR FEARSE, RS A YRR R ZE TN, BJa RSt AE R BN S ER N ] sigmoid R 4
NITESES kit

HABATHI S A RN ? 2 BUBRATZ RS A xR 2] — A4
FAdy, ISR Hy R — AN A X R R BL 2 AT X A A
BB PR AR, IR — SRR IR AR e 4, JRATTRR Z i

/4 2% (feed-forward network)

5.3  F TR M 2%

AEFRATTRRAE [ B~ FATAES. 277 o A i) AR . B R 16 K
U, FAIPHAT 7L PP IR

(D AT =M IR EXIT G, IERFENH 7 — AN
e, Rlz=Wx+b. EELMAREBIET Y, XPASHPR N 22 11 AR
f# (affine linear transformation) . NEIIA, X HERATHIE 1 H
AR F R AR R 45 2R



(2) AIMH 7 — s %, Rilsigmoid i #ly = o(z) K3k 1550
Mzeoty. N R AT LA Ry BBOE R .

AT N 2% R OB B AE T IX AN I AR AT LUEARE B N A, AT EL %
ORNE TR B8 A 20 SR ZE s ) T B g B . X ety dt el 2 FeA T
HH = o BOHREAARIERE, AT WS (stack) V22K
HES ) — 2 24P 2e M 2% (multilayer neural network) o I HFRAMZEL
AT, B2 AN—F. AEFRERAT LI DR,

(1 A ExITIG, tH5Ez = Wix + bl.

(2) MW R, AT ATHE s 45 Ry, A0y = w2 +
b’.

R, A EARFORAENERNZ, M N RE R RS
AL E . B5-6fER 1 — NI R AN $LUZ I 2475 1



a
» Bz

K5-6 — PR ANLAEMYE . MAMEuxIERLS| — 4 8 Botz, J5E FEEI b

Ly

WA — R CZRAE T HSKEE0F AR € RS FATTA]
DUMEBIRZE. AL, BOE R AL 22 HsigmoidiE . SZFr BT
PR PRI R BEARE 2, AT EN AT AT
25 i BT A J2 TR R U B T AN B AN R, RO — A
HI AL (forward pass) o ZFTUARRANET ML 16, 2R NERXRAN TR
W, B R R R A N 25 T ) (FEEIS-6 BRI 24D TRl RTIR
BN MA R

KR JUAARE, FATA] LA E5-7R s —> 6115 32 13 A i3
2%



'=a(flx)) 2 =0(fz") y=o('@*)

(o ——
-
75

(> N7 N
Mﬂh4#&&ﬁﬂa

N/ AN AT

LS A AZKKES S

XS . 2K
0

ﬂ@”@h@ﬂm*?”
7N, {7 lk,t_“
e@’«$%ﬁ§ﬁ§
“\§j%‘ﬁ
07N

AT TN
RS T ERERY
7

F—lREE FSNREE

K5-7 3RBEITILMLE . fEE XAy, JZEBCA R, )= A2 o0 th 50 PR

[ ot — "~ FRAT T2 H R B AR . SR T SR 2 B B M AR
FR -, SRR,

o T AR N 25— PR R AR (B AR ZE 0D xBILER 2 T (Bl
AT yHIGi . FRATA] UIZ I 32 HE S — 2 2 ] B pR 2
SR AE) F2E T 44 22 R 245

o MZ LK )R — S 2 — K4 e N R B i A 2o H
HAR T HE B R, By 8T . R, B A
BN P 2 X 2% AT ) AR 38, m] RLAN A Il s 634 0 i A
— = B HI [ 4% 33K 56 o

o sigmoid PR — MG REL, B SHEM A Tu i R E I EA
BEAT IO, R RVEE [0, 1B —ME. FATEER1EBESE
YRGS -

o ZEMNEFEWARZELD, N7 2 AR Wx + bR B2
Mg — . X—ZEEFNNE S (dense layer) B4~ 1447 )

(fully connected layer) . J& [HIFRA TR St — FH 2% 2 RFRIFFE



o MRARSEILIAR, MEEF ANIKEBOEKE, WA DA AR, ATE
AR, AT UHo(Wx + bYEARVE N B — 2, i AU H b
T I 2Rt AR ¥ . JeE R RS, AT DAFE I pR ECE VRS T
HEZA M — R, 2RI, RANTRHE#E . Bk
Ui, FE M WA R BOHAT IR R A Dy T AR, 2
WP oR E N R B 2 R R SRR A A X A, 2 A AN ]
2o

o H A 228 I 25 2 FAR 5 2 A0S oR B 2 R I P RN 2 ot T SR
JRIA, XA SRR AR 22 2RI (multilayer
perceptron, MLP) . {HAFIFEA L8 AR IRIX A7 4 1
L

o JITA BEARH N A 250 AR 2 e E PR 9 FE5E 0 (hidden
unit) o FHXSRIHL, A AR A oA ] LG (visible
unit) o IXAPRIFIE R B o o A2 1 I 255 A AR R, TR AL R
e NG AN BB 1) . IR A WA s LAEas, IO ERAT
A RE RS U M P& N 2% R R BRI 2, B TR DARIEFF A
AL . [FIEE, B NN TR R RO SR, BT R I e 2 I
¥ W28 8 22 — AR -

o WIRAMURFIRIUCEH, FATG— xR ML %N, Hy R M 45 1Y
Wit A NHEe B R IEAE AL R AR .

WBFZ ZMAERN .. BA RKERBUE I RBINGS, BRI 2
4 2% (deep neural network) , HIIAH 7R 5 ST XA UE.

AR et 22 ) 2%

ERXAE B 38 A R BB AR 4 o IX R0 R 2 (1) i A )= ]



UGB — A, EUF MRS, WRATFR, AL
WO JEESIEE AR SRR, B LRGSR . X TR
5] R P T BGE AN TR, BT W P 4 i LU T T T

HHE KU, AP ML I B RV HE R AR AR R . B, £E
LR TR, R R e R BN CXFF 2 &I Z TP R Bl
JZ2) WRAIEEN . EXFEL Y, 2MMAREEIF, BR AEE—
AN o

IMAE AN A o, R — DM AR 2 Mt B el fe IR . S

5, EAUERRZ MmN . BATKASE 1T =M 125 705 4
EZTPIIEZ T G

AFIENZERANINIE T LOEE R EE (W=w.., WD |
(M Z4b = bl,..., b, DAREE— E PR e B ok 78 ik
EFATISIR G — A5 2 Bt DL 2 800 B B M —— 3 R R AL
CLR AR A E

5.4 FATHITENA 2477 BUR BB

5.3 X 7 Nk BRI A LS, JF e A A SdE, (HIR
MIVIERAFRIE Z A0 25 VAL TN A 2 3 . BB — 5, BATFTRE—F
PRUEARE LI 285 2R 5 SEPRas RN L RE L



5.4.1 fI 42Kk

N T EATNE BArZ MRFEES, FATGIABR RS, el

WA N H b pf 2L (objective function) o A —MHINEZS, E
7'SIW, ZIAb, FERKH T sigmoidiid BREL. X T —2H %5 % i N\ RF
Xy, .o Xy VARAH N (IR, ..., o (FHRE RISy Fy-
hat) , XML AT LLTHETIEY,, ..., yo XD, KK
Fa] AE X an T

Z Loss (W, b, X, ;) Z Loss (y;. ;)

XH, Loss(y;, 7;)=0, TMLosssg >0/ 1 k%L (differentiable
function) o 515K BRI — AR DLUYBREXHE (TG, FRE)IT — M E7UE
I8 BR A 1T 22 MRFAIE 5 BR 25 R S A5 SR AR A2 T A RE A 1 450 2% 1
Ao HK BRI AR b S R B R AL A S BRI SRR . 3kA]
HIIZR H AR 2 3R 2] BRI SR R G S50, DS 0 2% o 2 /b

5.4.2 B ixFE

77177 (Mean Square Error, MSE) #&—AN V21 F i) 451 2% o5
o BREIFAE SN G, (B e BRI R R 2 —
EMSEH, EE &G 5 SEPrbr R L RE L, w] DL & A 0L £
IR BE B )7, JFBME . BWHY =y, ..., IR inE, Hy
= V1o eees VIS TRINAE, 33 73R 22 58 AN -



Il".
e 1 , 2
MSE(y, &) = 5 Y _ (4 — i)

a

1=1

BT RBATSE R T RERBI— N, AEHTS SRk
PRI B S A AEZ B/, 1EFRATTSEAEPython F SEE 12 U7 1% 22 bR
B, G #5-10 7 o

RIDE BR5-10 7R Z 3K BB S8

import random
import numpy as np

class MSE: e--- R TTRZENE TR R

def init (self):
pass

@staticmethod
def loss_function(predictions, labels):
diff = predictions - labels
return 0.5 * sum(diff * diff)[0] e---  JEMSEE NI bR 2 2
f~FJ7 [0 . 51.....

@staticmethod
def loss_derivative(predictions, labels):
return predictions - labels o T S B 453 5% bR P T H0R 2 1] 2R

fipredictions-labels

B, XEAMEI TR RECAR L, B SZIL T 455K B AU T
?JUMEE‘J%%( loss_derivative. XMSEE —AMmE, A LUES Fl
18 S5 BB AR IR IRTS -

&R IR R BB MSEIXFFE 1 5 5 o £ 1 SR 22 j 2% R R % 5%
R



5.4.3 {ESHURREH AR ME

— I 5 AR R4 2% R E AT LI FRA TR A5 B 25 A TR T 2
WIS o T RAE BN RoR TGER T, S 2 B 2R AR R R Tl Bk 22 . 4532k
BREUAR S A A NGB R E . TR THIMSESEIL P I A B AL
H, HEE(ICL#E Tpredictions /A4 H T, BYTRIAE & 48 L
HARTHE I .

MR FAR T AT A0, AEe BB s MR R, 2
THE B S AR S EONM . FRATRAL T X — S BES N —
AN (solution) o THERRE ) R EOFENT E R BAT PP YA, AR
R (computingthe gradient) . FATEMSER LI H B4 58 1
TIHHESERE L, (BIEHE2HEEM. AT B Bt
¥4 2% qjﬁﬁﬁﬂiﬂf)ﬁﬁlﬁ HIRRIE .

IR BEE T E 0 TR 0 AR RIR, 15 55 AR IaRA
K5-832 7~ 1 = ZEAS AP — AN T o XA AR — A 4R A B35
ReRH E RTINS ARBRHIACRALE, M5 A b7 B A ARl A QR 3 2k
fH.
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K5-8 "4 NI R BRBURS] (AR o I T 7 B E X b I ik B A
fH, IXAME AT BLIE I SR AR R 0 ) S Ok T

5.4.4 {1 FEGEE T BREHR M IME

B, ETHRZE E R R EIBE S, 2B dE 1A BT AR B
Jilele MR BB Loss M EUWITAG, (EFIIE K SR n] DL B35 2%
BRI ME, DRI N PR .

(1) SRS B WHR R BB REA I35 B O X T
A BEWIHSED

(2) MNWHUEEA, FFEHIW. BATRRIX —BahfE e L.
NAFR ] BT BERI T 1A, 82 B e S EORR BEAE A R d e B 7 17

(3) EE FIRPE, HBIANO.



BT HURRER AR, Ritew e RAHMME. S8, el
ARZADHEETLHANRME. B, BB — A, e B
IR AR R /IME

JRi FB AR AME AT 4 R il /IME

BN FEBIRE A0 5, $% e SCRURI R /ME . e E T2
= AR B M IME, RS e BN E AR, FHH B 3 K5
FIHE 2 (curvature) 12 5.

PRBEEPOIE TBE, BATRE LB DME: EREERAIFEE T
B L BEFRBIBL E N0 /L. HIENE TR EEE — /. FATBES XA
W/ ME & RIS AR IMEE A2 4 SRR /ME . FRATT AT BE 2 B N Hi T AR 2R
FEXE, EEREERA IRME, (BB ARG E ] REEAF
FELE /N R E5-8H bR sl — Rt ME,  UOfE
i A7 B S B /B

RN R R TR R AR RIS e, X ] BE ik NI sear .
(EAESKER R, BREE R RRIEH Aer~ A N IR, R AE AR 42 X 25 45
KRB s, A VAL B2 7 H ik ME IS A 4 Rt/ IME XA 7]
e SERR b, B EA S — HIs AT I RIS T L, TR AE TG
BOEIF R Ja it e ts 1k 1.




K5-9feon 1 AEEIS-8 R i, A _EMARIC s 25
s FFRATIRE T PSRN TARRURE

h 1
‘ / i 0:5 R
~ L 5 0.50

\ 0.25
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K59 IRACHIER R 153 5% R B LK £ 438 2R /ME

FERATHFIMSESL IR O & m] IR R, 7R ZE 0K R ) 2 EUR 2F
Gy WO AR RS SEATRINE <« 2 . (HEPPEIXFE ) 2L
WAUE Se i ETME . 1T EER1F I S B EE EEAE,  BAUN RS
PRMEARTESBIR G R ETMHERNEEHZOHETH 24
B REAEREAS, XSEPR PR ANAATH . A S, FRATTE R AR D9 B LA
J% % (Stochastic Gradient Descent, SGD) FJFARUTATHE A E

5.4.5 155K BR AR BEALEG BT B SR

ST SN X 28 (R0 P I L PR B 1 BB, b IR AE VI R 1)
BN EEE S ESR IR R R A IE,  LRASR BB T M 2 S 501 T 2



HE . XFERTFREAERZHIEN M TR T . PbEsLEd, &
AR — R YBENLEE T BT . Zia1TSGDEE, B /aw ZE M
R R, BN —AN/DMIEE (mini-batch) o &AM EHAD
W H ] E UM A R, BRATTPRZ D9/ k5 )OS (mini-batch size) o %t

TR T EHFIX M KR, MMEE RS B E R R S 8E A
5], DA OREE MRS EREAE — A /Dt A5 LUAT

X T4 E MUZE AT A N2, LR — N RST IkE/ bt &= 5 x,,
ceos Xpo A RATHIRAR A IR 28 (R BT AR B AE, PSR IXAS /Nt E R4 2%
fHo X TR —HAE AR, T LTSRS R O T 22
KHUETSEIRRSE, FFHEAT VS . FRATTHE SR 12 A R0 72 T,
SRR AAW THIA; b

X RANMEE R8s T — EMEAREAR, BT LA AR R
BE, R LT 8 L Cupdate rule) >R B HT 24

A

Wi W —a) AW
j=1

K
b b —a) A
j=1
LS, WU AET IS H0h 2 Bk — e T 5 A R

PR . X Bo> 0CERZ 5 2% (learning rate) , & & —PMEIIZM
28 Z TR R I SEAR S 4L

=R, AR AT PL— IR PEAC BT RN ZRAEAS, A SRS ARG (S B



KRG . BT R ACEE, oMbkt RS R, (HRER B & )i 5
WA HTIERBFEFEAIL RIS AR R BT, I ERATTHRE XA TR i
BUREFE B % @ pRs R R EEF, PR RS RAIE 45 R A i
t/ME, {ELESGDH M HAEtk. EI5-10k7R T SGDHE IS R I .
U ACA R BEATLRR B2 h i — B2 AT RE R AN FR R N DT ), B A SRR
B Z, WMEILRREL (R R/AMER .

it as

TR CBENL) B6RE th R 0 OB AS SR B e S, T I BR PR BE B 2
)57 SIMA X R SGDHUB LN (1 SRR AL 4

(optimizer) -

IEAFAEVE 2 AR A 28, LSRR IR BB HLIG T BRI AT TR
TESR7EASGDRY LAY . K2 Y™ e Al 1H G855 tn (T B & 1 [R] 0 4
MR BE2 SR, BB X LA E R E AT EE 5 4 11 SR




KI5-10  BENLER BB 2451, LA ok ed Soth i FERERE Mg, AIe Rk — LB,
IRJE A REFRAL Ry B AR /ME

5.4.6 IE /X 4% I a4 R

FATCL T 1 I HEEHLERE N R E e M S48, 3
Fe A MR B 2 A T B ORI o TH BRI e BT I BRIy S 1) 4%
% (backpropagation) %%, FEARPRIMEBHAEEERMNH. AT
PR E B MR R RA I 5o B g, IR BIRA TSI 15 X 2% By 75
Hpiayes=i

[ JE5T A T ) PN It X 4% m BRAT T S BRI ) 4% 32 1R 7V 2 B i
HE—BEREEE, R ElEAT Bt R, £53RE— =15
H RS AN 28 ] 28 1 THINAR DA SO LIRS 2 5, mm] LTS i R AR
T o PRARBREUA S 2 R A 2 7 (composition) o B E KR
B33, AT AR AR 0 i — A A Jg vk 05 (chain



rule) o XAMVANIRENE LR G RN T HE T IX R B 3 A
H&. K, Sarmfed g ZEmm AL, AT LS A bz
JE Ak T PRI AP W2 A ST AR, DR IR SRR O S
FALRE S . AEES-11, FATTA DUE B BA PR 2 A sigmoid i
PR IS 22 O 5% 1) B ) A 4 s 141

©Q vz
NBER, RUAHE BN AECEE .

E)\: - il B \
7,
l’

@ iz

O =31=

AEIL I AR
FTRLFIRHBAT DAt e R 2L

A ZRECR SR 5 T
HREhsEz 2.

\.s <7
N N
)0 CXIETS X
X2\ X ’
B>
=X /
© mEsE: BREERD -2

LR oh TR b S AL TN
% Y T HAFRAG S B e HE B
FEN IR E— R,

it : HE N BEE

A

K5-11  HA sigmoidii bR B MSEA5: 25 bR K XUZ FiF 5 22 0 44 v (8 il [ %38 15 e [ A% s i

s
WA — 2 — 2B A E5-11 T AR

(1) i e IR . FEIX— e, BRATHRAH A SR A x,
JAR A P ORI, BB BN, BT R R

a. i E L. Wx + b,



b. X b 45 SN sigmoid 30 i Eo(x). 1EE, XHE NI
W, BEEH x5, 2EH£utk, AERErEMrESRY -
— B EE R A .

c. B Liafbiy NP, HE&AKMLE. BT R7RsE8
N2, FESEBRRH R D IR R .

(2) PHEARR R A, AR, T ZRPURE A XK B [ FR 25y,
ke 5 IRy REAT BB, THESURAE . B B 3 Ok e AT ) 2
Y75 VR 2 R AL

(3) FFiR =T [a LI 0 25 o AEIX 20, F B A RE I
AR M S e ALl TR GEN R, TSR R
SHCKIHRX ML R . /i 1A% 15008 T 9 45 7] BT IR S AN s, 1
] 2 DU A K o 22 TR AT S 77 T 4% 326 [ 2%

a. LN HT LIS ST ki iR Z T (R &, AR .

b. EFKBEAISE, EM2RNTPIWIGEA. FIHT A 4L 38 515
FAALL, FRAVEX BEWE RS, R PR 5 BRI R 2= T Y
EA

c. TS sigmoidi#uih s BN T B AL R S8 . XNFEIR
5, Higo<-(1-0). AEEIB N IR MRKAEHRE] T —Z:
o(1-0)-A-

d. DiSFEMEAR WX + b T A EXH)FH, w2 RRIwW. ZAiEi%



A, TTPLTHEWTA,
e. EEDMcHNPIE, HENEHF —Z,

C4) BB EAS g B . A e —22, AR AT — 1t
SRR Y R TR N 28 24 (RIBUCEAIR Z T

a. sigmoidRHR AR ZH, Fr A A #A 75 Z4H
b. B2 8w 2 U Hr{EAbFEAZA

c. K ZHIBE I EAWH HZ A KXAXTHE (R SRR
TR BRI XHATIEED

d. EE, BOERGIFREAEABNFEARBEIN . (HLER LR
T A P e AR Al AR T/ ML EAEA . AR AR ok 3R os — A/t
& (Rixe— R, Hpd—saR —MamA R E) , JUHT R A& A
S AR I R 0 TH SR AR A8 e A R I 3

DA C A FIR 1 @RS AT 55 R 28 I 5 B i 8eA i, 4%
ORBATHE AT T2 B A ER AR T SEE, R i R 2

5.5 {EPython 1% 45 I Zi i 42 X 2%

AT AT TR ZHR A, HEMRES Y, FATH FE e
LA AL S B 1. RATHISCI A R Z B3 —-Layer
(REFEEHIHEED 3 —SequentialNetwork3s (XN F 2 W 4%



IS , Bl IE NI LA Layer b AR ;s — 7R EEAE M 4%
EREAT SRR RE I Los P (AURSUR MBI R) o 5 R RIAN TR 70 30 A
AKX NRAY LI, IRJGIE 7 E LI AR S T 5 B AR AhS,
5 ER AT DL A Z X 2 1 SRk Ab PRI S5 44 1. EI5-12/8 R 1K LA
PythonZSHIH & 72, LAS WAl SEEILS.4.6 77 Hh fiiidk B HIp [7] 4% 35 A0 fe 7] 4%
L o

RIEEE: KAV B H T EINE.

SequentialNetwo% \

i1 i Ir]

Layer Layer: Layer LossZ:

FLIA) S IA]

x #

RafkiE: SHEESRERBEER X,

K5-12 R4 (K Pythonst Bl 2. SequentialNetworkZ i — sl & £ 4 Layer 52
B, FEALayerZRERSLEL T — N EEE R B LS. forwardflibackword 77744y A SE L AT [F) A&
AN M . Loss S mT LATHE I R ek A, RIFIUMIE AN I 25 2004 < 18] 1) iR 22

5.5.1 PythonH [F) #1228 [ 2% =

ESCHLE I LayerdS 21T, EIERE, IEWZ AT e re:, =
AL AL B N A S (RIATRIA%3E ) , I F B AR R ETE



T B AL AR LA . O 1 TR I A% 38 o AN BT S (L, BRATT R 22
AL XL I 2 B BN . BEE T X — ad, IS RS- 110K
[fILayer )Rt IZ 4R NAZ A0 2 W 7. AR 2 e lid— R,

SN Je A XA BB o R LA R A o 22 R 5%

RILIHES-11  EHFEA LI

import numpy as np

class Layer: e BB EHE T DR A BRI LS R
def init (self):
self.params = []

self.previous = None e--- B—E#HMEERNH—Z (previous) ..
self.next = None Cmmm LR ERE—Z (next)

self.input_data = None == BF—JZHCRT LLORBE AT R A% 3 im AR
ZE

self.output_data = None

self.input_delta = None e---  [ARE, BT LLOR B AE I ) A%k o
NI Z 2

self.output_delta = None

B RAEAT NS EANER, R =m0 0 fa A 4 ks, DA
J S e A% 328 PR ORH L PR AR A L 2

seAh, BT RATTHER R Mg, Eiids®— R0 E%E
Sl 3ERAE R IARSIE RS- 120K N A, IRk ATm
Xo

ARRSIE #5-12 GBI HT 3R 55 482 A RO A5 R 2 R %

def connect(self, layer): e--—  RXANTTIEENG TSR B E AR X 2 )
AT a0 X 3k

self.previous = layer



| layer.next = self |

FNOK, RN R LayerdE i 451 R 4% 35 R S [ % 34 FO 35 4 T B L
JiEFE, ER TR B TR, AR H5-13 7

ARSI 55-13 P 22 W 2% 2 o 1 T 1 A 238 A fe i) 4% 328

def forward(self): - BRI SEIEL A A — A R, R AL R
NE A5

raise NotImplementedError

def get_forward_input(self): e---  FH—Einput_dataNEAHE, BT
fibE ¥ input_datalll & AT — = 1% H rh 3R
if self.previous is not None:
return self.previous.output_data
else:
return self.input_data

def backward(self): e--- BB UALHRZE DU R AR DIEE, B — i
Tk R 2 ) £ 3 N AR ZE I T TR

raise NotImplementedError

def get_backward_input(self): e---  EEXNRAEEAELE, mrE
FABE A2 E B 5 4k 2 FRE R 22 0
if self.next is not None:
return self.next.output _delta
else:
return self.input_delta

def clear deltas(self): e---  ONEAYDMEEBIE RS A 2 I R
Ko TER—AVNULEIFIERS, EEEB A NYE

pass

def update_params(self, learning_rate): «--- fiiHFEE M learning_rat
e (RIZ2128) , MRS AT & PG 2R B H 24l 2 NS4

pass

def describe(self): «--- Layerfy sl ] LA H e i &R 1
raise NotImplementedError

BANVIETFEIRAL LBk 2. get_forward_inputi
get_backward_input FSRIREUAE 5ok F2 A A BN, AT S AR



W AR T T RRR AR B . BR b ANE TR Sl — N clear_deltasy
%, HRERCHE T — N MEEEAEE S, A A
. BINEA —update_params i1k, FEMIL LS M2 HT R T B
WZHUN, ERTON SRR S EOEAT R

EE, saddiTicNLayerdsin ¥ — e IR B SRS RIS
A T ERATHURT LU AR bR M SRR P 2% BIRES T

5.5.2 4 X 2% b RO

TR, BATKSEBLE—)Z, HlActivationLayer (JiE
2D o BRATEAE R R 228 5B sigmoi G BRI S A A A ELIX
MR FEL HSDIE AWM, WA E B5-14FR .

RA%7E #.5-14  SEHsigmoid B4 B % 1) 521

def sigmoid prime double(x):
return sigmoid_double(x) * (1 - sigmoid_double(x))

def sigmoid_prime(z):
return np.vectorize(sigmoid prime_double)(z)

AR, MsigmoidiBiG B4 —4F, & NS HHE SR bR S AN m &P
ANIRAS o BUAEFRATT 5 SC— AN P sigmoi di 2R B1E S P B 0T R B0
B /ZActivationLayer, WRESIEH5-15078. VEE, sigmoidif
RER AR ZE, FIRAREE RIS BIERE.

RILIEH5-15  sigmoidiiliih /2



class ActivationLayer(Layer): e--- XAV R sigmod dE R FOR S A
2t
def init (self, input_dim):
super(ActivationLayer, self)._ init_ ()

self.input _dim = input_dim
self.output_dim = input_dim

def forward(self):
data = self.get forward_input()
self.output_data = sigmoid(data) e---  HrFAEE AT E R sigmoidil
7 R ER T A\ B BT

zr

def backward(self):
delta = self.get_backward_input()
data = self.get forward_input()
self.output_delta = delta * sigmoid_prime(data) e---  RAfEEBN
s SR N ER 16 s 1gmo 1 d U BR BT T 405 VR ZE AT B AN JTT R AH I

def describe(self):
print("|-- " + self. class__ . name_ )
print(" |-- dimensions: ({},{})"
.format(self.input_dim, self.output_dim))

frans &R SEE, BEERARMTEES- 11 R#IR. X TFiX
MG, RIAAES R TR B A E ) S 5 E 5 A\ B ) sigmoid
TR SEOHATEAN U EAMIRAIET . o(x) - (1 - o(x)) - A

5.5.3 {EPython SLILHH 2% 2

IAE AR ZIRAT ARSI SE I, T — AL )= 2DenseLayer, HJ
P Z, BRI ML Y. X2 LR T s E S
2%, MRARBETHEMEE N2, T ZEYE 7B 2 AR
B, FONIRATHR B FRESERE . DL e & B IR, Wity
& H.5-16 171 o



FRR%IE H15-16 MR JZ BRI UA 1L

class DenselLayer(Layer):

def _init_ (self, input_dim, output_dim): e---  PEBEFEIRERmAM
fig o R 4 P

super(DenseLayer, self). init_ ()

self.input_dim = input_dim
self.output_dim = output_dim

self.weight = np.random.randn(output_dim, input_dim) «---  BENL
A 065 AL R S0 R i 2 3 )
self.bias = np.random.randn(output_dim, 1)

self.params = [self.weight, self.bias] c---  EZEOFERE AR 2
T

self.delta_w
WL e
self.delta b

np.zeros(self.weight.shape) e---  BCE A ZE D)

np.zeros(self.bias.shape)

R, XERATSWAHIbEAT 7 EEHLRIRIaE . e k2% (AL ]
G H S 2 Tk, BENLYIIRt 2 — ] DL a2 2k 2k, (HH SR
% S0 IR A URAL 732 m] LE HERA b S 9 N\ Hicdhs R 4544

SRR N AL R R

vrsatezve — A BRTEE, BATRAE SR 6 FE At LA 9I4A
HEAR

DAER A BACERIaatl 25 22 A7 N Rl . a2 25 f& B 5-10 7
[R5 2R T TR, Z )6 A SR 7 i T _Eade % — il kAT ik, P
PARE /] LR ZS Z AR G 3, 72 EI5-10 s 4 2% il T ESGDR AN A



BRI FEAFRNEIR . X YIIR AR 8 1 70 i — A

BB R

HUER & 2 A AT AR 3 SEOUAUR BT 8 1, A fAS T 35-17

HASTEH.5-17  FAE 2 AT %38

def forward(self): - R E PR ) 3 A A X A N 0 B R PR AR
T3 i N 040 R AL R A v 22 T
data = self.get forward_input()
self.output data = np.dot(self.weight, data) + self.bias

FETIerfEis, AT, EESERAEE, ATREREWT
W TR IAE NI BRI . WA, WRIbFIBEERIRA ST : AW =
Ay', VLEAb=A, HiyRomizErsmA ClH i s S oH 5
M o A = S A% S anAARS IS H5- 18 .

FRRSIE #5-18 M = (1) S Al A% 3k

def backward(self):
data = self.get forward_input()
delta = self.get_backward_input() e---  BUMTRIALIE, ERESR
E i N 0 R 3

self.delta b += delta e--- CHETIGE N B)R 2 DY E
self.delta w += np.dot(delta, data.transpose()) e--- REKXx—
TN A E 3 &

self.output_delta = np.dot(self.weight.transpose(), delta) “---
e, Kb ELRRE R, R S

2 J2 B ST RN AR FRATT 9 P 48 48 52 (1 22 ) ok BOnig &, R



T35 HL5-1917 o

ARRSIE H15-19 i S AL B R AL

def update_params(self, rate): AN EANmZDIGE, 7T LLEHERE TRk
WA 2
self.weight -= rate * self.delta_w
self.bias -= rate * self.delta_b

def clear deltas(self): --- WHSHE, NMMEEANE
self.delta_w = np.zeros(self.weight.shape)
self.delta_b = np.zeros(self.bias.shape)

def describe(self): e--- B E] DLE S S N H 4 R R A
print("|--- " + self. «class__. name_ )
print(" |-- dimensions: ({},{})"
.format(self.input_dim, self.output_dim))

5.5.4 Python/ii 77 11 25 [ £%

BUERM O SCHL 7 W28 R R, BB R AL g A .
BRI P A, G ERE DN WIEIEE, IS H.5-
20075 . AR BA R AR 2 BITE,  BOINE FIMSEAFE 5k ek 4

ARBSIE #1.5-20 WG R # 22 kY 2%

class SequentialNetwork: e---  TENFMEM Lt v DIZINT S 2 A2
def __init__ (self, loss=None):
print("Initialize Network...")
self.layers = []
if loss is None:

self.loss = MSE() e---  WEIREHREBUR R, BRI EHMSE

ok, AN N8k 5, LN ZE R DhEE,
WA B 5-21 7R o



RILIEE5-21 PP n =

def add(self, layer): e--- WIRN—E, #MFEBESHSEEREXR,
i R R IR
self.layers.append(layer)
layer.describe()
if len(self.layers) > 1:
self.layers[-1].connect(self.layers[-2])

P2 X 28 SEIN A% O TR R VI 25 5% o FRATASE FH /Mt e im AR Y
AN RNGEIRIRBE, IR 8Tr 7 R Amini_batch_size
W2 ANt ISR g, 7TRAMt. 3BAS D tE b e
EHHE. T EE T AIRCR, XM RIS TFEREH#HITZ XK. &
IR —% 2RI EFRA—DINZRIEACH ] Cepoch) o« XTEEAN/NME
=805, FEMAMtrain_batch/iik. WERAIMELR AL T
test_data, WIFFZEARE— NN IASE R 2 J5 PPRAS 2% R I .
It 7 pR 22 X % B Rt radin 7 VA GRS 5 B5-22 7N

ARSYE 5522 NIFP AR 2 4% B IR T5 s

def train(self, training data, epochs, mini_batch_size,
learning rate, test_data=None):
n = len(training_data)
for epoch in range(epochs): e--- B, FEREIEAE kS
A NEE AR

random.shuffle(training data)

mini_batches = [
training data[k:k + mini_batch_size] for
k in range(®, n, mini_batch_size) e---  RBINGEIE, 6l
#EEAMIEE
]
for mini_batch in mini_batches:
self.train_batch(mini_batch, learning rate) «---  XfEE
AN I 2R 2%
if test_data:
n_test = len(test_data)




print("Epoch {@}: {1} / {2}"
.format(epoch, self.evaluate(test data), n_test))
e--- WUERRME TIAEGE, SR AR R I RS AR A RS PR R 4
else:
print("Epoch {0} complete".format(epoch))

R K, train_batchiiEH T it BE—A/INILE FHT )% 3 A0 S [
feit, SRIEHOZEL SIS H.5-237

ARRSYE 51.5-23 X — AN/ S B HEAT 7 4o 22 X 2% 1

def train_batch(self, mini_batch, learning rate):
self.forward_backward(mini_batch) e---  BU AN E R TN
EHN Sy, T LAY AR A A A ...

self.update(mini_batch, learning_rate) “mmm FERR A 25 5L s A

IHE-S 14

updatefliforward_backwardn] L@ A IE H.5-24 7~ 1) 77 2K
5.

ARRSYE #1.5-24 W24 (ST RRIN, - DASCHT R A% 3 5 B TR 3

def update(self, mini_batch, learning_rate):
learning rate = learning rate / len(mini_batch) e--- H/MEER
SRS ) F A T
for layer in self.layers:
layer.update_params(learning_rate) e--- HHITHENSH
for layer in self.layers:
layer.clear deltas() c--- EREB-EHRrAENE

def forward_backward(self, mini_batch):
for x, y in mini_batch:

self.layers[0].input _data = x

for layer in self.layers:
layer.forward() e NT/MEE T R, BE R R

RFIE

self.layers[-1].input_delta = \

self.loss.loss_derivative(self.layers[-1].output_data, y)
e--- RS B R K S

for layer in reversed(self.layers):




| layer.backward() e--- BIRZEDZE R WfEE

LSRR BRIREW, HA)LaREER. |6, JATATLA /N
R SIRIA— 5 2] 5%, DR R L. IR, fER rfeidis
i, ARt R M A R IR S RS RN R RS S —
N1 S

IAE, SequentialNetworkfysEiil R N ELARVERE S PRALAH OS]
WA TE T o BRI EXT L83 E AT PP, 75 22 m) 199 28 ik il
REFE, W LS AWML, XA DReHsingle_forward 5%
FER. BEIEM PG R fEevaluate /FiAH BT, "BURFIR BT 45 2R
BRI, FEPPAL TN B HER I . PEAS I S I ARSI BL5-25 U

A 55-25 Pl

def single_ forward(self, x): e---  HiAARIB AR, iR EIL
self.layers[0@].input _data = x
for layer in self.layers:
layer.forward()
return self.layers[-1].output_data

def evaluate(self, test_data): e--- TFEIRAEARE b T v 2
test_results = [(
np.argmax(self.single forward(x)),
np.argmax(y)
) for (x, y) in test_data]
return sum(int(x == y) for (x, y) in test_results)

5.5.5 RIS ERRITF 5 TN H P

SCHL T RTIN Z8 2 5, AEFBAT IR B gl B SRIMNIS T 5
TR FEHE . AP AT ERZ J5, JATEA] EUNEMNIST



B, WML, ISR, SRR BRI SRR 25 1

IAETHIG RN 2% . B Jeic T ALEE 784, Hath 4EE 910 (Xf
NMA0NECT) o AT LRGSR, oyt 4 70 7119392, 19671
10, FFAERAZEZ EINsigmoidBiE k% 3IMAEZ, B—Z14EE
IR, WIS HL5-26 7~ o 1X BLARATH B 22 X 2% |2 1 B 6
— B RSFEE, BRI Z 40 (hyperparameter) o P45 1 2244 5k /& HH
XS E R . TS 2l AR Z R, DS S EOU b /R
52 W28 57 2] I R 5 I R A 2 TR] R S Bk

ARRSIE #1526 SEAFIAL — e R 45

from dlgo.nn import load_mnist
from dlgo.nn import network
from dlgo.nn.layers import Denselayer, ActivationLayer

training_data, test _data = load_mnist.load_data() e--- MECI SRR AT
AR
net = network.SequentialNetwork() e---  WIEAIG b 25 R 4%

net.add(DenseLayer (784, 392)) c--- AT LLBEANRINAE R S5 H0EE
net.add(ActivationLayer(392))

net.add(DenselLayer(392, 196))

net.add(ActivationLayer(196))

net.add(DenselLayer(196, 10))

net.add(ActivationLayer(10)) c--- A EMYERE N1, BB K5 E

AL I IGHAT IR I 2R, B LA traindiis, JREA
P R ERZE, AT AR I ZRS AR IIEOBON10, R ) R0y
3.0, R/MMEERSRON10, B S RFRNEEMFA, WS TE H5-
27F7 o WRBEXT YN GREHE A 3+ 58 SE TR BE, A RZHUMitE +
A RS, NI AE U A R A A REHLER EE .



ARSI .5-27  FEUIZREE Lis 4T fihs k45 S 451

net.train(training_data, epochs=10, mini_batch_size=10,
learning_rate=3.0, test data=test_data) e---  PAERTLEE R e
NSRBI s« ISR I, MR RS LA A2 3, SRR I 28 [

B AT AT

python run_network.py

XA 2B T i i -

Initialize Network...
| --- DenselLayer

| -- dimensions: (784,392)
| -- ActivationLayer

| -- dimensions: (392,192)
| --- DenselLayer

| -- dimensions: (192,10)
| -- ActivationLayer

| -- dimensions: (10,10)
Epoch 9: 6628 / 10000
Epoch 1: 7552 / 10000

IR 25 2R s FE MR g AL IR e B A e, (B — IRk AR
R RAR G REEIFAE R [HEEERE, —Bokiiaid A R101ME4K
JE R REIE $195% L _ERHERA R . 25 R BIFATHIACS 2 58 e NFTT IR T
RE), Rl PMHHAFRER 1. M HIXAMER R AT I 6
SEIL I fa] SR 4G 2 . (HERA TR AT DA SE 4

VERL XPARFEFTOT U BRI, BRAT5E A2 T s EIHR B 1]
Ziky, TR e AR AR, ENIZUE R, 4B Rk
XA SRR BRI MER EEE R 1 H, RATREE 2 2 [0 3| EAT



X, MEEEMEIE R O AR, ARG, By (B 1
SISURERE PRE /NI -

FOFERG - AU SCHL M RF AR M 2%, e EH TR ERRA
B A R A R T R . A e, RATERE E AT, I
FESR7E FF AT R BRI N AT A2

5.6 /NG

o AR LR IS — AR RN AR R 2%, A RS
Go FPLEIN 2% R] DL 21 2 AP HL s 22 > R, s R R A i)
ji

o HI I 2% A F R AT G PR AR AR = B 2L RS A 2 X 245

o PR E T VPR TN TR B . 1t 2 R SR R e LA K B
Wz —. PRREOE BRI RS ISR O 7 — M 857k

o PRIZ IESEAR — PR BB MA M T . BERE T PRI 2 IR PR
Boh e BEWE AR R . FENLER 2, AEFIRREE BRSOk ki AE sk
/N HI B A .

o [EPLELSE | PrEIERRREE N FEEVRR) — M AR . AERENIBLRE T FF5
R, VIR —/NE Bl (B — A/ BT 5k
FZ, SRIEARIEREA /DL E R R T A E . R L,
BERILIEG L T PR SRRATAT LU H RS B2 T B R ERAS 2 .

o FENRfFARZE R L i, Al DAs ] S r AL 3 SR E ot T A .
FALRR AN R I SR ISR 2 e R, w] DL A A R T H a2
F.

H

?_



FeE N [HIHLEE BTt 4 I 4%
A FENRF

R — IR BE A S N, Rl AR 258l T AR 0 — 2B 8t

=

M 2HKerasia & 5 > HEZE .

o RGIAIILIN

FESEE e NS 73 B L L 2 ) i ) A 2 R 2%

FERSEF, FATCANID 7R T MEMaREEARRE, FNEIT
ASEEL T AN ATBHI ML . FEARTE S, ARSI R 05 [B] L
R FEMEORADAAT S FH R P 2 > BOASK T BB AR i xe P AE R 25 e LR R
—DEER R R, AR 545 T R AR R SRR AL ik
IR xR A, PRJE e AR GRpp e 2% . Bl6-12 FATTRAEA &
FESEE 14 L FH PRI A

mEe6-17s, BRI ST BRI M H IR, e ek
DRIRNS S ¥



FAT- T 4t al P ) B B 2 > B0
] > F—E & U
A B C D E

T o OEEhRERT @ mmmmus :
) _‘ a ‘_ ) HE TR e . .
R 2275 R 24 40 PR
= N : EEIRE ? i, BEIEE—R 3 3
N 2 an - BT, WmkET ) i
b € BATIER .
1 1 1 1

() Eﬁﬁﬁig?ﬁ%%ﬁg
T—palE, &
/ symitpitng O FXRANEERTRAE,

L A IR PRIERA LU S 4 5
PR, o SRR R B T -
A
B
. ‘ B 1
o ’Ei;gﬁﬁ1 O HinzmEiL R AT B A
L 1B B HEEBA TR
MERN0. M—AEEEER
/ ER.
0 0 0 0 0 0O 0 1 0 0
o 1 -1 1 0 HRE T 2 T N — 5 2 0 0 0 0 0
0 -11-120 0O 0 0 0 0
0 -1 1 -1 0 0O 0 0 0 0
60 0 0 0 O 0o 0 0 0 0

PA6-1 LAl fa AR B 2 >3 FU Bl ALy e b 1) T — 2D sl

(1) EHE3TH, FATLET WM EOHENLA = BN, FRrE
#LSEIIN RS . AT IR SR A M AT IR R . RS E IR
&R, APeeMIss T Z MR 2 A, BARSIBATHT S A 15 R 22 28

#y, EREENAE

(2) AT RemIA R R Mz rh, 75220 B A R A i
. FRATUALENE —2il% 45 (encoder) K58 BUIX A4 TAE.
Kl6-12 I 12 — MR R g e, FRATHAE6 TSt e . XA hd
i A DURE BB g A RO R RO AR R, b B 73R -1, BTRIRA
1, ZRRNN0. FIHTH E 5 A 32 2 FIMNISTHIE L, JEX AN



Prta] LIRS — A AR, SR RIE T AL R 8, ik R
RIZIPERINZE R, (HEwE I RG22 . B7TERNAAEL
2 AR A S T

(3) ZYNGRAPL M LR TN VE 7801, B e et H T4 A
P& KR . £E6.2715 1, BRATDRES2 > el A1 S5 45 mh (1 350 29 R A A
e MR HIB R TS, FRREON A 2RI 2R
fik, AR AT 2B, MR IIZRbR 218

(4) BSMRBSTIRE H OB EMS A, BT RAI4 )
ONSE VR IEE 7 21 P D5 5 3 A B PTG 6,304
HKeras, € NAAT HIPythoniRRE % 5T e . FR0 144 fi il Keras i 37 4
eI, SRR T A

(5) ML Al ge e A ar e, ot BT A I JE P R I
=, SR EMBE R A NE? 6.4, AT 1K
NG (convolutional layer) FRHT 2% 28, B B A [ HLRI N
Ykt BATRAE HEIRZ R — PRy G 22 [ 2% (Convolutional
Neural Network, CNN) HIHT 48588 .

(6) EAF MG, AR 1 AR E 2 BARTR B 5 2] B R B
o, BEATRETS BRATE — SR m T AR R . BN, 6.5
2Ad FHsoftmax BB A A PNINER s 6.67 2 FH — MR N2 11 0 o
(Rectified Linear Unit, ReLU) KA @ e E/E RS sk, KAy g IR
JE IR BITR EEAH 22 fY 25



6.1 i o 4% S i ) AL AL R

3T RRAIE T — A PythonZB %, TS 7 BT+ I HT
A S2k: Player. Board. GameStateZs. IUYEFRATAHELICHLES F > W
FH IR ] ey, (B2 Y 28 T 2R B T e iR GameState RIS HL
A S G 5, 1 R BEAREE ) BB R 2 RIECERT R FEAT
RN TG — A Encoder3s, BT LUK FEIAH I X0 G o S £ 2
B ZJE, BATH RS MR R N R mE syl a5 > T
BT,

TR — IR 5 B RDR T B ARV 8, 55— b EInEaes
MR AP M 2R R . BESEILIX — 5, ] LGS FEIAARLA, 5 SC— ] 5
%k fis s, nPE6-13r . Jifthas A2 — i LAIE =3 10 7 2UR #5535 Hh Sz
I R 7. T, 2RI AR E, 1t
6.4 H AN TR B 2 57— AT 72 B s 4EAuE BRI ML 28k, E6-2foR
T AT 5 SCX R Gt 2 O RS

= )

OO

. PSR .
.O (Encoder3)
o0 v

GameState 3 {7 NumPy#2H

0
-1
1
1

o o O O O
[=T =R R e I =)

0
-1
0
0
0

—_——

Kl6-2 Wi eiEncoderdSEIR. BiEINGameStateZE syl - HiE o BiE X, B—
SNumPy ¥ 41

G i 5 IR AZ O AE T AR i 5 58 BE T ROIRAS o Hponlitl, e 2 5E X
g g A A BB s IR, SRR BRA =T, 4



ROZ ML~ —FV% 7aifE, miXAaifEe Cmisn,
o EA E F R B SEBRTE T A, XA S RRAERR OIS, e
N FN SR AN T R R A

JEiE T B, BUESLATLAE LEncoderdS T o XAMRE AT AL
= A & A g g as A B L. JRATHAEdlgo T & L — 14
HyencodersHHrise, P —/4 ) __init__py#IIa T, FFAERRLER
N XA base.py. 2R)E, RIS SO H 3 A ARG BL6-1F s I
X

RIS R6-1 T4 hth B AL SRS 14 S Encoder2f

class Encoder:
def name(self): e---  AEIRATIERT A F A 2 A 28 42 B 2 H & rh a7
fiti Tk

raise NotImplementedError()

def encode(self, game state): e--- IR ol s
raise NotImplementedError()
def encode_point(self, point): e BB BN TR Ry —
R

raise NotImplementedError()

def decode_point_index(self, index): - PR G| e ] B B
(PIAE X i

raise NotImplementedError()

def num_points(self): e--- MR PN ERSAE, BRI T R e DI %

raise NotImplementedError()

def shape(self): e--- MRS S AR

raise NotImplementedError()

Pt B SR T 5L, {HIRAITIE A8 fEbase. py SCAF: FR s I — M 41 1)
o MRIE AR AT EROR B G A X R A CAnAXAS IS 562

and
[aay



N o XFEAFEE MA@ mIg e R 1. B
4~get_encoder_by_name bR Z I INTE SmtD 25 72 S JE T

ARRSIE #16-2 1% A RO FE LA A g ) 25

import importlib

def get_encoder_by name(name, board size): e--- AT LU R g A 1 44 PR R A
e s

if isinstance(board _size, int):

board_size = (board_size, board_size) «--- UW%board sizef—N

B WRAR XA AT A — A 1B 7 TR

module = importlib.import _module('dlgo.encoders.' + name)

constructor = getattr(module, 'create') e--- BRI ER 1) SEIL SR ER
ARt — N “create” RECK B 2 Hr SL 5]

return constructor(board size)

AN CEX e VWL T, WRE 1 anf ) gt gmidds,
A WUAT L2 SEBLE6- 2 AR, HIVESE — AN mAtEs: REXUT—J7
FoRNL, F—IioRN-1, A RRRN0. AT dER R e, X
MERGE TR ERIE T —RERT 7. Btk ROTAHURE R T — RS
HIT 7 —1RoR XI5, mARREEH1IRRERTT . -13RE 7.
H1 AT TR FE AR 8 4 0 D 55 R RO AR R AR R CRI— M RFAEF
i), B BUREX A i i 4558 Jy0nePlaneEncoder. fEZE7HE S, K
B 2F 2 BAG A1 (feature plane) MIZmi%gs, HlunFATE
LI AN HAA 3N gigds, B H AR RS B 7 AR A AT
F, H APl s AT AT R, I8 — AP S, K
2 HRATT B I A R A B T S, #Eoneplane.py SCAAEHINPASEER . AR
5 516-3f 7 1 SL A 58— a0

AR5 5.6-3 A FH g SR 1 B~ 1 Rl AP AL A G e 5 X8 T WA DR 5 AT i B



import numpy as np

from dlgo.encoders.base import Encoder
from dlgo.goboard import Point

class OnePlaneEncoder(Encoder):
def init (self, board size):
self.board_width, self.board_height = board_size
self.num_planes =1

def name(self): «--- AL #AFR“oneplane” KIBRIXMmi s

return ‘'oneplane’

def encode(self, game_state): c---  Ymh@iE. X THE BN,
INRZ R T R AT T T ALY, IFERERE IR TR 1, an SRR O BT, IETE -1,
IRZ RN R, NWBHTEe
board _matrix = np.zeros(self.shape())
next_player = game_state.next player
for r in range(self.board_height):
for c in range(self.board_width):
p = Point(row=r + 1, col=c + 1)
go string = game_state.board.get go string(p)
if go_string is None:

continue
if go_string.color == next_player:
board matrix[@, r, c] =1
else:
board_matrix[@, r, c] = -1

return board_matrix

et 8 SRR 58, R e O UL b BB 28 X AT g A
RS TAE . AR TE B6-4PR, Rt id RER AR A b 58 SR S 2]
FRUSF g RE A 5 PR 3fe DA v B8 (1) ) 2, D e s o 5 0 e A I [ 2 [ AL i
A& X AARR o

ARSI 5.6-4 A P B~ I AR AL A8 i ) 5 oF 5 S BEAT G B A f b

def encode_point(self, point): e--- KBRS YOO B AR
return self.board_width * (point.row - 1) + (point.col - 1)

def decode point_index(self, index): - CPHREEUR G| iR NS A AT
row = index // self.board width




col = index % self.board width
return Point(row=row + 1, col=col + 1)

def num_points(self):
return self.board_width * self.board_height

def shape(self):
return self.num_planes, self.board _height, self.board width

ST LR A G A 4 PR 3T 20 B BEAE A . 32T KRB TR A B BE % 2
A 25 1o 222 I 2% ) AR

6.2 Az A £ 2 i Ak F A X 2l R

Replgs sz I N T B EE SR 2 A, BT/ ZEHE & — DI gR & .
SEIBHE, B AFLEBURS & L — BEA KRBT gE, &
M1 AES 75 h A AT A AN A X R LS IE B I SR d . IAETR
AT ASE AR B o A5 9 2 n el {27 4 25 ) e A R R LA AR AR
JALE . AR T LT, BRAT A LA IR L LA N2 R B eIl 254k
PERIEATIR L 55 > i

i FNLER 2 IR S AR LR A RA SR (B A G5k
JEm N, MWHA—F T EXE, MNTRERMMEREE, RITHHE
FHMLES 5 2 R A3 2 e FIEAUME . 1X— £ IE /2 AlphaGo Zero ] < A%
= BATESAEFE 145424 AlphaGo Zerof) LA JFFE,

BTk, fEdigofith 2 A — 4> 44 N generate_mcts_games.py 3L
o W2t LR B, IXBARIS I Dhfe & FIMCTS S VLA UL )
ZJGE, Bt — R —kEE 6.1 onePlaneEncoderist



1T, FAFETEnumpy Bl LR oRAS . FRATT TR 50 KA B
6-5H ) importif A1) AL X AN U HI TR

ARSI H.6-5  F AL I SRr R s W 4R 2R AL R G R S50 RO AR ) 2 N )

import argparse
import numpy as np

from dlgo.encoders import get_encoder_by name
from dlgo import goboard_fast as goboard

from dlgo import mcts

from dlgo.utils import print_board, print_move

I T NAE A R] DUE BIIXMES P s 20 T E . metsBid, 58
3% 1 [#)goboard LI LA K2 6.1°15 Wil E X fencoderstiHt . 2 H K 5 A=
WK EE K i # generate_game, W RAEIE H.6-6FT/8. TEIXPAEL
H, BATSEH 4T AIMCTSAgent SLFREAT HEON 5 (FERL, AT EAA
F 545/ HIMCTSHLEE N B 2 S HOR T R EEREE) o X
THR—ADEE, R T A BEDIRES BT Y,  IR)5 R A s E S5
N— MR R, &ERE N H B

RIDIEHR6-6  NARZEA MCTSHL 5

def generate_game(board_size, rounds, max_moves, temperature):
boards, moves = [], [] «--- fEboardsF &I fiEdmiD 5 I EDIRZS; imov
esA & M TA7 g% J5 1)v& T 3hfE

encoder = get _encoder by name('oneplane', board _size) «--- H%ER

AR SE. AR —0nePlaneEncoder L

game = goboard.GameState.new_game(board size) «--- —/R~fANboard_

sizeff R BSLBItLLY 1

bot = mcts.MCTSAgent(rounds, temperature) - IREMEERE S EIRE
S8, B RIS RAEAE AT TRINE A




num_moves = 0
while not game.is_over():
print_board(game.board)
move = bot.select move(game)
if move.is play:
boards.append(encoder.encode(game))

hn#boards%i 4

PLER NEFE T — D ahfE
G 5 R BLEDIRZS TR

===

—=- ==

move_one_hot = np.zeros(encoder.num_points())

move_one_hot[encoder.encode_point(move.point)] = 1

moves .append(move_one_hot) N — LA A, I
N n#|moves# 4

===

print_move(game.next_player, move)

game = game.apply move(move) e---  ZJEEPLE AT — 2 ERAT
B b

num_moves += 1

if num_moves > max_moves: e---  GkEF—BEhE, HERRBHRINEL
= PR

break

return np.array(boards), np.array(moves)

BUAERAT T AT LUAE F S5 - RIS R ZOR B M gmtd R Bdls 17, 4%
FORAE X AmaindEokis T JLE L, IHRIFEN], InfaSiE He6-7

Mo IXEBARHS W ] LI AE generate_mcts_games.py X AFH .
AADIEE6-7 AT A MCTSAH R 1 3 bR 4L
def main():
parser = argparse.ArgumentParser()
parser.add_argument('--board-size', '-b', type=int, default=9)
parser.add_argument('--rounds', '-r', type=int, default=1000)
parser.add_argument('--temperature', '-t', type=float, default=0.8)
parser.add_argument('--max-moves', '-m', type=int, default=60,
help="'Max moves per game.')
parser.add_argument('--num-games', '-n', type=int, default=10)
parser.add_argument('--board-out')
parser.add_argument('--move-out"')
args = parser.parse_args() e--- XN RVHG AT SEGET A E X
A

XS =

[]




ys = []

for i in range(args.num_games):
print('Generating game %d/%d..." % (i + 1, args.num_games))
X, Yy = generate_game(args.board_size, args.rounds, args.max_moves,
w args.temperature) e---  RYERL EBLREE R A B B R R
xs.append(x)
ys.append(y)

X = np.concatenate(xs) «-o- BFTARREERLIE, NRREIIRR IR
5 hr%E
y = np.concatenate(ys)

np.save(args.board out, x) e---  WRiEmATSETRENIET, HRIES
B 2 E A7 TR AN [ (1) SCA R

np.save(args.move_out, y)

if name == "'_main__ ':
main()

A TR TARER, BAT A DU L i /e 1. 1l
an, AR AR ZE 20 R 9 <O BB VAR R e, R AR A AT LA

features.npy A4, B FRZAF I AElabels.npy XA, HB4 BT LLBHAT NI
A%

python generate_mcts_games.py -n 20 --board-out features.npy
= --move-out labels.npy

R, AERUXFERBL R AL r e R, PR S — B
6] 4 Be s A= ORI . AT AT LA BB D MCTS IR £, (HiX 4
FHN B LA NIBL B AL PRltk, FRATC & Epl 17—t s %k
¥5, A LAFE A B GitHubfhS & A ) generated_games H s FH 4K 3 . X B
ML 5 4 SCAHE N features-40k.npy Allabels-40k.npy . XSRS 7 K2
40 000N El G, AHYU T JLE Rt X LR R B0 76 A2 i 15 B R B Rl A
BEAT5 00046 MCTS. FEXFHE&M T, MCTSHI#E KL HE L N #Re s &



BURAE, DRI BRATH T DU ER A 22 W 2% BE % 22 2 LRI BT E

ZURTRATCE TR T WACE 23 TAE, T — 25l n] LURH 42 N 4%
WL T AE BB s 1o FRATTAT LA B 12 28 55 v () I 28 SE IR i 213X —
Mo M AMMWARA— MR HREERK, RINTFE—NH
5K ) TR 2 H 28 AR BIR B A N2 F oK. N — 1N 4 Keras
R 2]

6.3 [ FHKerasi® 55>

BEEVF 2 90K B T RZI R IR 2 SRR L, a4
RIS P AN S R A% 3 R TF S IR A N RAL I Z . EERSEH, AT
TR T — MR ML, XA IZ , BUAE IR 1) 454 58
JRE SRR R E R T

KerasiA & 5 2] e 2 — /> F PythonZ 5 I S5 AR HE. | 2 AT IR E
ST HE . XANFIEDH 6820154, JEHREMAE T E R H 7 # .
BRI E AEGItHub b, F7E 5 77 Wuh B3R AR TR TS SR

6.3.1 | fiiKeras[] 51t 5B

Kerasf) EENHZ —, W2 e KAPHER B, BILRES LT,
JFREFS B Ao S st i A v H AT PRI S8 A 3 o IX A Keras N P
ZHARFLFTETRMIINTERE . KerasWW T HAMGRE S S T A (0
Torch) HJFED, IR 7RSI EIIER . BRI 5 —KILH2n]



Jhett, AEIRATAT IR S IE 1 B 2 =, 8 7 A Thig .

WA — R EKerasiR2E 5 E T, B2 ERDIgEIER 55 4. Hi
an, AR Z AT I ZRAAMNIS AR L4 il /E Keras ' B3N %, - HAE
GitHubfURS e ik n] LR BIR 2055 sl . s LK) J2, GitHub bid
% | KerasH) e BABE R, A& MKerast AMIZIH , I TR
X LE

Ak, Kerasidf — A5 A B« favm Bl X AEER LA
ANE 9K 51 KRB AT, 1 B AT DR 75 SR V)4 fa vm 51 2. FRATTAT BA4T
KerasH 1E 2 IR E 7 IR R “Hium”: Bt —R57 K S IR A
DR Rig AT BER A, e & B ER TAEN AT LGS —A 5 b ik 55 K
511817 BMEHREGA TR, KerasH)E /754 H 31 : TensorFlow.
Theano#lIMicrosoft Cognitive Toolkit. A5 FAT KL A8 B2 3K 11
TensorFlow EAE NERIN G b, & (ANt /2 Keras FER A 5 b o W01 R 5238 X0}
HAb 5w A Friwly, BT KerasbBEF 7RI/ 12 Fediy, DItk
WA,

TEARF R, FRATE S S e 22 % Keras, 2RI IZIT 52 )
FER IR RECIE R T ILAPL, &5 4k 52 i B AL YE 20 /E Tl
FIAE S5 o

6.3.2 ZIEKerasik)E 7> JE

B Keras, 580023 — N amikss. AT LLSGIER



TensorFlow. %3 & HHERIEEEHpipin 4, W THis:

pip install tensorflow

WMRIRTTENIBCENVIDIA GPU, 32238 T B CUDALK B 2
7, 4R PLo2iad 22 R GPU NN il TensorFlow:

pip install tensorflow-gpu

i tensorflow-gpu SRS ML FAH B, MiafE
KEEEESETF

Kerasit A J LN P& IR 2, g B T84 2 2140 5 m] A4k 1 2H.
o ANILIFRATE B Bkt eA], HiEdksk 2 B KerasiR 24 X FEA 5 .

pip install Keras

6.3.3 A Hizz):. 7ffKerasHiziT — MBI
il

ARATHRERANTEE 21 2k 2 XAz 1TKerasti B fr 75 BG40 TAE
AL

(1) Hdfs AL P ——JIN T £ g a1 2 22 X 2% 1) e 2
(2) WiRLE L —— AR s, JFARYE 5 2 A H NI AR =

(3) B G i ——E A A . $R R LA S — R A PP A



CRIEE) SR 1B SG A€ IR .

(4) BRLN 255 VP —— e BN SRR S IR, JFb AT oF
fitio

N T RR EFKeras, FATK 51 FARTE ST TR AG]:
FIMNISTH R RN F 557, FHBATKEED], Z53 R
e X B M KerasiB VA Ji0 1, K HE# FH Keras S 1% 5 A o

fEKerasHH AT LASE SCPR MR (AR It A 20 R0 B 3 FH FRY R
AR, AR F R IRATTUE P A . PR TR 1R 2 5 ST AT DAAE
keras.modelsH 4R F] . ZE PR, 2 e B En )z, X—
RAEESEE S —#F . Keras)z 1] fEkeras.layersti 315 . FKerasfin#k
MNIST# 44 AR fai 8, 1X N Eds 52 7T L £ keras.datasets B 1 £k 1] o
THIGE SUXAS MR TT R AT, AT SN E R, i idiE
FLE-8T /o

RIL75 H.6-8  MKeras S AL, JZFI% 4

import keras

from keras.datasets import mnist
from keras.models import Sequential
from keras.layers import Dense

DRI AL EMNISTE R . £ KerasH, XAPIRATEL
FTACHS R AT S . AR SE Rz JE K560 0001 I ZRAEARI10 0001
FEARER T, A HOyfloatse M, MRJERREA255, R N 1T
H— A B XREEE BT B T B R E ARG B20~255, At



EEATH— N[0, 1ITEH < J5 vT PAEFR R 28 2R 58 5 8 . b4h,
FEESEH—FE, PRV ARFMm#AGmIG . 7S H6-9/E R~ T anfa A
KerasP AT iR #AE .

OHSTE #.6-9 1 F Keras Il Z8 F0 7 A PR MINIS T %

(x_train, y_train), (x_test, y_test) = mnist.load_data()

x_train = x_train.reshape(60000, 784)
x_test = x_test.reshape(10000, 784)
x_train = x_train.astype('float32')
x_test = x_test.astype('float32')
x_train /= 255

x_test /= 255

y _train = keras.utils.to_categorical(y_train, 10)
y_test = keras.utils.to_categorical(y_test, 10)

BARHER I 2 5, IAE T AREEE APEE 28 | . #EKerasH ¥14A
tb—"SequentialtBill, RFZENRINEZA)E, WA S H.6-10FT
e NE—ERMESHinput_shapekKta B AZIR IR . FEFRATH)
Bl7 B, AR — AN 78A M, RN SRS
Hinput_shape = (784,). Keras[f]Dense/z LG5I 1] DAHE It SC B
FZHactivation, LUFRERX M ZRIBOG R FAl Tk
sigmoidiiid KA, X2 H TME— /4 LS R4 . Keras it A 1R
ZWOH R, BATSAE R B R ARTIR .

ARASIE .6-10 I Keras 4 H — > fij £ O I 452 7

model = Sequential()

model.add(Dense(392, activation='sigmoid', input_shape=(784,)))
model.add(Dense (196, activation='sigmoid'))

model.add(Dense(10, activation='sigmoid'))

model. summary ()




O Kerast B 1) T — 2002 F — M40 2K eR BOMAR AL 28 K g 15
(compile) MY, WACASIEHR6-11F~. A LLH B FREAT R 5 2 iX
NS kAL Emean_squared_error (BNJ71RZE) , A&
Hfsgd (BEHLELE TR o [FIFEH, Kerasihf 1R 231k R EAILAL 2%
AR, (EAEN TR, BATAT USRS S & b B Al X 9
ANEPET . 554, Kerasti B 4w B0 B id rl A Mgt — > S Hmetrics
KIgE Z N VHlTE S . X IRATH R — DN KU, i Haccuracy (HE
) X —MEVRELE T . accuracydBhn ok EARIAR/) I e 1 T
I H 5 B O LSRR 25 22 ] UL E R 0%

RAGTE H6-11 Y iFKerasia [ 5 > #i Y

model.compile(loss="'mean_squared_error',
optimizer="sgd',
metrics=['accuracy'])

G — AT IR0 18, SR S5 IR B e AT VR
AR E B6-12F 7~ . B4 TAT LL7Emodel F i FHFit R Ek 58 iiix —
o AR E S HEFENGEIRE. MEE RS LU IS T FIEAR R
A%

RIDEH6-12  INGRATE i Kerastbi Y

model.fit(x_train, y train,
batch_size=128,
epochs=20)
score = model.evaluate(x_test, y_test)
print('Test loss:', score[@0])
print('Test accuracy:', score[1l])




BN, HEAETKerasB AL ) AN IR AR HUACEE . B
S B G 1E L KR TYI ZR 5 PPl . KerasA% Do li 35 2 — & n] DLER
ISR AB A, s B P S gs A . X R AR E . N
WFABIL N, RGBT e SCGE 1 1 5 2 Host vl A3 2R K it

6.3.4 fifi FHKeras " 1) 5l 15 #2828 3547 s A T
Ml

DAL B2 CL 40 KerasIUFr #1282 W 28 I APLA T 1 fg, k34T 1Al
| EBAETI RN 5. Bl6-3JEun T IR AP, &
e EINE6. 277 AL B LR A, nAASIE He-13m. IER S
I UMNISTE I — ¥, F A B0 7 2T e & .

00 0 0 0 00 00 00 03 00

00 -1 0 -l 00 03 00 00 00

00 1 1 0 01 00 00 00 00

00 1 1 0 00 00 00 00 03

00 0 0 0 00 00 00 00 00
R AL AL KerasBE T 92 {7 PRATII 20 {7 REFE Y
B NumPy#£H NumPy# 4

K6-3 A2 2T DA R TN B BLVE 7301 . R SR i SRR G A% 9 HE K, BT AR A
LN EIIERL 1o BRR S 2 — MRS A TR R 1 i &

ARSI 5.6-13  INAR I TALBE5G Ai 7 (0 R BE R Kt

import numpy as np
from keras.models import Sequential
from keras.layers import Dense

np.random.seed(123) c--- WEAREDEMBENA T, DU ORIZAS AT DL A%
m

X = np.load('../generated_games/features-40k.npy') e---  IEEAREE I
FINumPy %4

Y = np.load('../generated_games/labels-40k.npy")




samples = X.shape[9]
board size = 9 * 9

X = X.reshape(samples, board_size) e--— CREE B B Ox O AR B N S R
8111 [ &

Y = Y.reshape(samples, board size)

train_samples = int(@8.9 * samples) e---  TREBIEERI10%/E NIRE,; HARK
90%H T Il 2%

X_train, X test
Y_train, Y_test

X[ :train_samples], X[train_samples:]
Y[:train_samples], Y[train_samples:]

PN RIRATTH 10 U RFEXFIAR ZEY >R 8 SC—AN - 7t [ A 5l
ERIREY, FFiE1TE . 9xOMHAIA8IM AT REMI VA Tk, DRhM 2% 7 2
eI 2. TMISETH e — M REBEIIEIE, BscIRA1H IR, B
B M E, XA 18Il S AR SEis SR R )
T—EEIE, BHERERN1.2%. Fit, FRATA M R A8 i
AN I 1.2%.

& L —Mi] HiKeras 2 JZ &AL, 53/ Dense (FHZ) , BuH
PREIY Nsigmoid, FRAHIITTIREMEABUR RS FEYLELE T FIEN
AL ES B AT I . 25 XA 28 HEAT 15N BN SR, 438l
AR AT, WIS HR6-14 7R .

HASTEH.6-14 782 U FEIBLELE Bt 11217 Keras 2 JZ AL

model = Sequential()

model.add(Dense (1000, activation='sigmoid', input_shape=(board_size,)))
model.add(Dense (500, activation='sigmoid'))

model.add(Dense(board_size, activation='sigmoid'))

model. summary ()

model.compile(loss="mean_squared_error',
optimizer="'sgd',
metrics=["'accuracy'])




model.fit(X_train, Y_train,
batch_size=64,
epochs=15,
verbose=1,
validation data=(X test, Y_test))

score = model.evaluate(X_test, Y_test, verbose=0)
print('Test loss:', score[@0])
print('Test accuracy:', score[1l])

PATIXBUARKY,  n] IAEFE R & F 250 ) RO ZEAN PP A 18 b

Layer (type) Output Shape Param #
dense_1 (Dense)  (Nome, 1000) 82000
dense_2 (Dense) (None, 500) 500500
dense_3 (Dense) (None, 81) 40581

Total params: 623,081
Trainable params: 623,081
Non-trainable params: ©

Test loss: 0.0129547887068
Test accuracy: 0.0236486486486

TR Tranable params: 623,081X—17, ‘B #RpIIZE
FEH 2R TR 60 5 AN E o IR SR AR AR S5 R ) — AL ) 45
bR, B A] DU BS G B ) 75 i (capacity) , BIEZ=IERKAR
HIRE T o 4 EEACAN A B X 2% 2R A I, S 30 H80RT DA FH R A A e 7Y
IR

MAar ] AR 2, S0 B PR 208 2.3% A4, XIFARES



N (EISER, A BENUE NS E A S, HERf A2
1.2%. MHEY, REBMRNGARME, HEMHLED 7K
v, AR R ROR EEREN LS LS o

FATA] LU B d N5 € B RoR BB e R EE B, E6-4foR
T HATBT 1 —DMERIRES, EE@EE@?@?Z‘W’EE&W%WM N IEE
T A DAEA S BB Vs T ORI TR . b, XA RIFAE
AT RS T .

K6-4 MU R Bt R . fEIXMELR A, SRS AT DUEI AR A RUVR 1RG5 1 7
T AT WA B s 1RGSR R X, ek T a HIEE KRR

BUAE, w] DR IX AR AR, Jf 4t e s as &, 0
HISIE R6-157 7
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test board =
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0) 1: '11 1: '1) 9: 9, @) 6)
e) 1: '1J 1: '1J 9: @, @, e)
0) e: 1: _1J e) 0, 0) e) 9,
@, ¢, 0, 0, 0, 9, 0, 0, O,
0, 0, 9, 0, 0, 9, 0, 0, O,
e, 0, 9, 0, 0, 90, 9, 0, ©

J J

1D
move_probs = model.predict(test board)[0]

i=20
for row in range(9):
row_formatted = []
for col in range(9):
row_formatted.append('{:.3f}'.format(move probs[i]))
i+=1
print(' '.join(row_formatted))

s an R B -
0.037 0.037 0.038 0.037 0.040 0.038 0.039 0.038 0.036
0.036 0.040 0.040 0.043 0.043 0.041 0.042 0.039 0.037
0.039 0.042 0.034 0.046 0.042 0.044 0.039 0.041 0.038
0.039 0.041 0.044 0.046 0.046 0.044 0.042 0.041 0.038
0.042 0.044 0.047 0.041 0.045 0.042 0.045 0.042 0.040
0.038 0.042 0.045 0.045 0.045 0.042 0.045 0.041 0.039
0.036 0.040 0.037 0.045 0.042 0.045 0.037 0.040 0.037
0.039 0.040 0.041 0.041 0.043 0.043 0.041 0.038 0.037
0.036 0.037 0.038 0.037 0.040 0.039 0.037 0.039 0.037
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6.4 2 — FhFT Y A X 4%, BT DL B A A R AR AR A 1
2R o

o BIHATNLL, EHTA ML HIATE A HL sigmoidiX— Mk i
. 6.5TNI6.6° TR AT OB R KL, e AT T A AR
Uf R 4

o FIHATNIE, FATRHAEMSERX — Mk, eREM, HIFA
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TR PR — S E TR RS T H S R E I, RATH
e ER . NP7 2R T MRl eI
T T ESREXAM cnpgil s WA RN N ER L) o AT
REfS R AT NSRS, FRATH R AT N 1 Be 8 IR AR 22 ey i €
o —FIPERR A G AN 25 FIRE R R 2 X 28 4 vt ok, F A XA 1
FlER R GREMZE (CNN) FEHFR /M A T2 A 7
B B R SCARGUIRE R R ILVE IR o AT AU ZECNN,
¥ e L B R e B . EARHERIR, NS R aT A
KerasH'#4  CNN, g /5 /a3 G Z 5t 1 LANE H 7

6.4.1 G E AR

BIE LB EM R ERMAE MY, AR T ENA
P —AME G EE: 57 (convolution) . HBFE—FHEUGH#H (1
PREMRIEIE) WEM T RF RSTHHE P AN FERE, AT RAPAT BAT #2
VEAR L A

(1) RE PN B A0 . T 338 A 3f s



(2) R4 RIEFERI P e s G AN
X R A2 — M EAE. EI6-5fas IR MR — A
B, XPAIEFERATHERIBE, B3 Mk,

O EitHYLsR, EAECARY @ F—5, BEIMERONE @ B=$, BL—SHNERER
5;’]’*&@&@’)‘@?& XERNRTE TLEEMERE. BIPRB LA EREM.
x3,

Vg,

1 0 0 -1 0
0 1 0 % 20 2
0 0 1 -1 0

-1 0 0
0o 0 0 0
0o 0 1

K6-5 M ERUEE: Ky A RS M R AR R A0 RN Te 2B AR, SRE R T Jo R (B AR N

XA ] B AR I AN B SL BRI FS B FATT, (B EAT AT H T H S R
XEATHIN I S RGBSR BTk, AR AR
FHIFHORERE, T2 [ e 25 AR RS, FHMERRINGE — N REFERI R
o AERXFFN T, FATREE —NFEFERR S A &S (input image)
B 28 —ANEFERR NG R4 (convolutional kernel) , B fRIFR N %
(kernel, HHfHFRALIIESS, Hlfilter) o ENZEIRST/NFRIANKE
&, Frilel DIER AN BRI 70 B (patch) EitBE . £K6-
641, W] LAE BB X 10x 105 A\ R XA S RERAT, e —13x3
HRE
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[&16-6 - A5 1A% 2 oK B B IR ) 22 884% .- FROYSobel 51
o IRREIXANIZENEL0°, ) LIS B — A FARNK- T Z %
HFEFER T3 AT UE ARG, TS0 el AL R . Al £
V. DANREZHAMKITIRE . R ZA%H AT DL bR e B R AL HE 2 TR 3 3

R ERAB DA NEGEDE T M ERE R, a1
IR T — 2Pl N IE /R ZX AN ThRe. £ Rlrelrh, FAlik
BT MREREBRZ, BLEmEMsgd, SPIFARAEE, 1Mk
AL I T A 4k S B Hh = 2T HOR

FIHATAIE, FATEHE RIS AL R R T ey — AN A EHR N FH —
NERIZ. HIBEFERU, K2 N 22 A BB R B R
RIS TN T2 o NAZ AT 30X — e ? B 4 S\ EIHE,
FRE T A%, Manf USSR GBI, 53— M
& . RS, BATEXRER 5 EERAR VR IE T (feature
map) o &, WOREEALA AR MU RIS AN A1, AR A e
NN B BE A OGN 2154 . ZMEEEHn x m Mg
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M B B AE B 5% SE AR C Ak 2], BREER L
HEAGE G A 2N s o A IR 2 A 5 = 2 RSP 19X 2838 5 R
GRARIZE W 2%, BRARTRR NG A I 2454

SR AR TR 2 > N

Mo zwd, ERENR T2 - HER. XA B AR E R
AP, EHSCERIEGEZHINE. RIORE, mE (4D h2
MR, EEmANDR M. FFE, M (4D h2A40
RN, (HEidBA AR 4ighity, w LU TR R A 5 A
(B .« HBREN A =445 . ERETIEESEETES
T —YERE, BANYES R O A B &R aea 10—



AERRLIESS) o AL, R RTREE SR X SR S A B 4R
A CIEE AP

TELEPMEARE L, MR R S 4 FRON TR E . B SRAR XTIk &
VR, X EHAREAN R 7. MAHmE, ROIFAREKE
HIIERGE o BRI EHY TREZ Ah,  sKkEIX A A FRIE BE N A THR AL 7 i
IARE, fEEHMETESHE g, SRER SN EBGESRT
PR =Wk & (3-Tensor) o AR JEH HIPUZ4ERd JE &% I A — > P i gk
& (4-Tensor) o FAMTATLHEEREAEH —Miiik: £=FrKE A
K5 T lugibet CEREESR) . N =krikE.

FEIEAR I, A 28 W 485 A — 20 20 W AN [R) 4 i 1 5K 2 1304 T 5 H 1)
MLl S ANEHEIKFESR 2R Imsh” s M4, X 1E 2 TensorFlowH] 44
FREEK . TensorFlowse A ik T & AT LA 272 21 E, W] LR K1z 1T Keras

PR

AR, A EmEerh, IR LT afnE i SR R R
R A W R WA AT I aE . A TR R 20 1K — #7742 A
B B TARREE, mWHEREENZ, REFIECEE
Keras#bEE4T |

B
B Z
PoaEsiy

ERERSHEE LS HE R EMUIREZE 05 2, 2
28x28%i NG e X 3x3ERZ, WX N H K /N 2626, IXFEERE
HE¥HEA3x3 =924, EERET, FRADEE IESH 0 2= s n 2|



BANGRHE S, ARS8 ke 5 —ME
28x28% A [] B F126%26 14 H 7] & AR 25 2 AT LU, WX AN 25 )24
HA728x28%26%x26 = 529 984 1S4, RIEAWFHEMEI . Ak, HRE
ARV b EOAR 2 2 P A P P B B e AR B e B

6.4.2 FKerast i G20 o 2%

FAE I Kerasty NI AT BRI 2%, AT TR ZAEH —Fh 4
NConv2DHIHTJE, A=A LI Z4E%dl (il in B A 20 ) st
GRAE . JANER TS — % NFlatteni)Z, XF0E AT LLR
JZ R e~ R &, SRR E A AT EURH eI B =

B, WABEERBUCHE DR MZ isA AR AT Bk
P FEAAR A R, A AR R AR, AT H6-16/

ARIDIHE6-16  INAAN T Ak B 46 36 A h 222 0 245 O B A At

import numpy as np

from keras.models import Sequential

from keras.layers import Dense

from keras.layers import Conv2D, Flatten - FAWRNHE, —NEREY
BRE, BB DR ey 1n) &

np.random.seed(123)
X = np.load('../generated _games/features-40k.npy")
Y = np.load("'../generated_games/labels-40k.npy")

samples = X.shape[0]

size = 9

input_shape = (size, size, 1) e EAEIRFIRE Z4ER BAVER —F
T, WXt

X = X.reshape(samples, size, size, 1) e--- PEE A N R AT TR AR
e




train_samples = int(©.9 * samples)
X_train, X_test = X[:train_samples], X[train_samples:]
Y_train, Y_test = Y[:train_samples], Y[train_samples:]

P& N KBRS LI Keras ) Conv2DX ] KR 2% 1o Fedl 18 A g >
GRE, RRBSH ARG R, BERNIMIRER, REEE
o S RST 2 5 RTHEAE R 9%9, Wi AA%iE 56-17 s .

HASIEH.6-17  HlKeras y FEBLECHE #4)  —> 1a] B RO G AR A 22 X 2%

model = Sequential()
model.add(Conv2D(filters=48, e---  MHE—EE—Conv2DZE, EH481MH
kernel_size=(3, 3), - WTFX—E, EFE33EHIZ
activation="'sigmoid’,
padding="same’, e--- IEWEN N ERHE RS SteiAR
SN I INZ$ipadding = 'same', A LLERKerastEiit (1 HOATHLE, 15
it R AN RST PR RE— 3
input_shape=input_shape))

model.add(Conv2D(48, (3, 3), e--- FHZBEWHE-NEHE. NFEER, B
iltersfilkernel_sizeZ ¥k

padding="'same"',

activation='sigmoid'))

model.add(Flatten()) e---  WNE, HRTHERZE ) =485 R

model.add(Dense(512, activation='sigmoid'))
model.add(Dense(size * size, activation='sigmoid')) e---  LLIRSRGHER
ANEZ, FIMLPZ 5 BT fi—

model. summary ()

XA ) G P IS AT APPSR B 2 5 i MLP7S 9] A A 5 4
FAF . ME— BTN AZIEIIR, DLRAERAC L .

IRIAEB AT TR, B R IR ) LA 2R e
PAZIEFRTE 2.3% . XOLREF 1, BFOVEATIEH — e 780 Al
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TR MIHERFWEME R, Bl E— EME ciE .
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O BAME, SR EBEAT R RFE . B6-8HaR IR, B A
AT 2% 273 B R OR B FL b AR, DRI B RS e 28 4 Yok 2] SR Y 1/4

© Fiaet, BAIE—8x85EMR
— ki g2 %2 Bt AL A% .

7

2 2 ki Ak

P

@ BB R ARSI 2% 245 1R,
1%’@%?&%%7&@1’!5%%%, BE—1
Ax4%ERE,

o (=] %] =} wn (%]

|
[
[} - —_ w £ i e (=}

. | |

- o Mo B w oo W
Ll Lh A LA L B W
|
T R P S =T N e =]

=)

=

~1

3 3

Kl6-8  dEI N 2 x 28 Rz, 158 x 8EIG 4EI N4 x 41 I

EANBARFR NG Sl (max pooling) , WAL FEEEAE FIAS MRS 43
B RSFRR NI S (pool size) o« FRATTIE AT LLRE X HA T b . 5]



an, A LA R B AR S ME, AR 9T i AL (average
pooling) -

PMEG R R Z AT R E LM 28 2 R AT i Ae Thig,  in
IS5 R6-18F 7 6

A5 5.6-18  [alKerast RSNt R~ (2, 2) i Kbtk =

model.add(MaxPooling2D(pool_size=(2, 2)))

I T] DL AE A TS FR6-4 4 B MaxPooling 2D
JNAveragePooling2D. fEIEUIEIBGIRAMEI S, BE48REIRZ M
HRSFE, WAL AR AR R AR D). B BT REX BG
177 1A N RAEm AR R 7 E S, B R KD PRt EERER, ©
i RE TR BE RS IS S DABEATRH 5 AR 1R T

FESERRSAT AL R SEILZ AT, FAT A ZE TR HAR T LA RE 8 6 Bh 3k
AR S IR HE A A R B S O A SR T

6.5 TR BB AE MR

HMAESES T TR G AFRE I LR, JATT A — N0 o
A sigmoidiBil B #. Fi4k, FAIH —EAME AT R ZEF AR E
B X ANIEFAE N E R Z A A, e B SR 5 > THRA
A . BT ARRE ST N 375 .

PIMRES R, =P FE AL SO VR I, FATE IR RO I 21X A A 3o



T ER—ANTTREVE T30, BERE NS — B ER AT ETE
(likely) %07 RN RFZIA FEAAAEVE 2 BAR Rk s e . kA
R BT LR B o S S8, SR AR BV AEE 4 B — 2D i L Y
AfE. HBEBE, RAF S, JOHRERE ], HEIERRI, &AL
PR B R S5 M B 78 0 1 AR IR S rl Re it . A1 H IR R ZE R T
W BT R] BEBNAE L% 70 41 (probability distribution) . 5 FHsigmoidi
I KA TR RIE X — R AT LXK BLRATTRE 51 A softmaxiif ek 4, 5
J& — 2] LA B R A 22

6.5.1 7Ei)a — /=14 H softmaxizlii bR AL

softmaxialiih B H & logistic sigmoid BE Eol BT . EihH I =X
= (Xq, ..., x)PIsoftmax PG KA, B 7o M= KR e s M TR SR 48
BITHFR e A XG4T 114 (normalize) AbF:

£ i

soft max(x;) =

MR E 3, softmax s bR L) 25> TR BIONARSUE, IR
AR, XK softmax i bR Bk ) AR MERAE . IERATHHR —
MY, BEERUATAEN, afi%iE H.e6-190.

RIS7E #.6-19  7EPythonH 5 M softmaxiiliih B £

import numpy as np

def softmax(x):
e x = np.exp(x)
e_x_sum = np.sum(e_x)




return e x / e_x_sum

X = np.array([1e0, 100])
print(softmax(x))

#EPython ' € X i softmaxiBiid BRI J5, FH—4ERE 921 7~ 7]
BERIFHEE. X Hx =(100, 100), WIRFHE x(sigmoidfe, £5H k&L
(1, 1), HiFHEMsoftmaxfl, £3%£(0.5,0.5). XA RRIAZATATFT
WHARIAER]: 1T softmax 0 B EUE KA1, IF HRAS o= B
5], Al softmaxifis B EUN. 24 9 P> J0 2= T A SR O ER

ZHEAEOLR, softmaxiil B~ HBUERI M2 e — &, X
FEHCAT AORUE TN oy EH 2 BER A, AnACASYS H.6-20 17715

IS5 H.6-20  7EKerasti M £ J5 VS I — 1 softmaxilis R B Bd 2 2

model.add(Dense(9*9, activation='softmax'))

6.5.2 7)) 38 XORG 151 2% bR X

HATNEES E TG I T R A iR R s . #£6.5.11T 22
o, FFRATMAG], EIFARHAERIESE. BIELLRANI4E80X N0
A, AR — TR IR R, SRR — AR AT AT R

R8N, FAT R SAE T 18—~ 7% (classification)
AL, AT 9x9N AT REISRA, Hh AT — A2 A . IR SR 4
bRIeL, TR ARSI AR IE 0. BN I TR G 243 — A
O~ 1MME o XX T B R BT SN — A simfise, A DR A3 2% 6



Kt B e X A R . 1L TEBEMSER B A BX FE AR
B ZEM T AT E, AR IR A B TR S R i 0~ 1
SZo SEBR b, MSEfGE A B &2 0 )5 (regression) )@, 12 [A] &
4 LR . Bilan, T — N AN S e . EXLEHIT, MSE&E
TR B 22 5 . MIAESRATTHI 7 S8, HINAE 55 SEBRES IR 22 Ta] i) 48 %
mNE AL

MSE /] 53— [l @ & DAAH R i 77 A ST A 81Tl e - 3R A 15
2 SO A FREI B 0E — ) — AR50, IFFRId L. s — MBS,
W IERA SV ETIN J90.6, 1 FoAt B 2R i A bR —1~0.4 2 SR N
0. FEXFEIL R, HTIRZEND-0.6)2+(0-0.4)2=2x042, KAE
0.32, TRINES B2 EwhE), HPAJERTME R R AE R F ), #2
KZ10.160 2K BB BN A 45 T SR EAR, £25HES? 7
—FiE O, R A — AT IR R B PE TR 0.6, E 5 ANEE AN
BE A E] 70200 FME, AR MSEN (0.4)? + 2 x 0.2, BIZK
£)0.24, RENPRMAZZMT AT — D5 HE, WEREEMEILZ0.4%)
LR TR SE R, BB R B S B b B — AN s S IR 31
AT RIS R VR I R A 7 453 5 R B R A2 0 T X R 0, e 2

F LGB, FATHIN T 73 J78 S 2k pR 2L (categorical
cross-entropy loss function) , BGE RFRAC LRk o X T A AR 25D
ARy, XA R E ) E LR

- Z Ui log( .ffz'.]
-



ER, BARARXNANEERBEVFZINEMN, wRExE LRKET
S EXFERATMAS], XA R BURE U —T,  BIpAE A1 R
I XY= 1R G, MUK R EUE R g -log(yy). XFFITA &
SR T B e AT UG 2T A 5 AR 2

o TR UBHURAUE TR N1RI T, K bk FrE HARE A 6 e
KA B Flan, BT IER R R — 2 BME N0.6 1 1
TR, B AR RIS VE TR N —AN0.48E PN 0.23F %A X . X
P 190 A28 I 03 % # /& —10g(0.6) = 0.51.

o AU A0, 1IRTE . ARanBi R SEFR IR B T — ek
T MR N0, A XAS T A 7. FRATAIEIog(1) = 0, FF
HAEO~1MTEEN, HxZHEIoN, -logx)&BEii s K, X&
Rk E-log() 2B ER K (AR EMSEIFEE 7K

o JLAb, HxIZITINT, MSESFEERML T %, IXERE A KRS T
SASRI T/ NPR . B6-925 H T MSEFIAS XUJi 451 2% ) AT A4k %
Lt .

0.0 0.2 0.4 0.6 0.8 1.0

K6-9  ARICIVIHISEAFIMSE S A8 SRR 5% 198 F o 28 ORI R0 ¥ IO, 117 B ME IR T
TR BUAE



SR SMSER) 53— ORI X A, & e ERENLERE T %
(SGD) “Fo P HIRIM . SEbr b, P S s B HE  CENybkok
BEIT1) I, MSERIREEE SE R Al 2 AR/ BRI o > 3 3
HXE. SUCAHEL, IR SORHURIN IR s JE L SGD X Mk
HIHOL, IF H SR A 5 TR AN 5 SR 2 18] (1 22 57 e b . 3K
MITVAAEIX RN, B BT RS S0 N A 7 SRk, X —
NERIIEFAL.

15 FH 43 2858 O30 2k B BT AN e MSE S ¥ Keras B AR 5 5, T
AL IE H.6-21 T 71

ARSI 5.6-21 ] 73 A2 XI5 2K PR B0 B Keras 6 7

model.compile(loss="'categorical_crossentropy'...)

A 1A 5K e B M softmax 0 B BUX A TR, ATIAERL
A CASE G AL B 70 SR 25 T F A AR e I & TR 1o S R T 221
EIRAT A2 I PMEOR, BATRE X M2 SRR (B AFEZ )RR W
2547 Bt By

6.6 5 JTJ 25 1 N1 2k B I L oo My S B AR ) X 4%

FIHETNLE, FNTEEEWEBEE2~4ENHE M. WIFmHE e
HW, EEEZINSALNE, AL RE R SRR ? R
FORIXFE AR SE ARG, (HISCie R E L R UU5 i R . EIREE
B EBORBIR R A M 2, SIS RS E0E, i



R EE A A SR R RE YT, (B AT REIE D] — i B, ] 5 BURMR £
BIRRZ —Z 4 Coverfitting) = AR FUAE TG 1| 275 48 F0) ) e 2 AR
R, RN Eis AT MR R . IR sm S DL
R AE S 58 A TN L 2 58 aid AR e 2 I s, (HX A AN R AT
i, HEEARIEIZEAM T XA B PR AR . AR 2
HAZAREST, X TG BRI R 2% (0T 3k 1 F — 2B sh (R p i A
RULICHAN . Toiefe ¥ 2 D TSI 2Rt AR AT 2l B MR I
HRE. BMEz, BERRIERA AN T Bk,

6.6.1 JEIT EFRPL IO 23R4T IE 4L

By 1B A RAL A% 7 T B R . FRATTAT AR BIVF 2 5¢ T ik
LA 1)) 1 4G 45 A (regularization techniques) Y SCRk. TRBEAHEZS
P 2% A] DAL G A — i L ] BB SEBR ERCRIREERITOR . 1L
(dropout) . WIZEH—RZWMRKE | EFIEI, IMALEFN IR
H, B LA s, R EATRCE V0. HELE U, AT
XAz s NG FE 58 4 L5, A2 N — DN iR, FREpLdkEE
HEFFHME L. RATEFE @ TEE /77 % (dropout rate, FJ{E R
EEFEMAITCHI R REMRRENIIRERRKE. KE6-10f&xR | —1E
FaBIE, HAaA/MMtE CEIEET RSB R EE) Ao
I+ KB A50% -



Q@ EXMMEMERAR, H—1 @ EX—BZEEE—NEFEAR50%
BECMRMHHZETHE. WEFE. EEAIGTRET, BES
MEFLEF—FRIMETT.

N\

© FEmmaETitEE
T—E, #REE53|
REtEsE.

OO0 0:

CO00000O

Kl6-10 X TR MMtEHE, EFFEHRN50%KEFTEKEEENILEE —FHE T EF

XA EEREARRE R BEREHLESF 2T, v BBk aA
JZ2 (RN MNE AL SEHETRENEE. G Z0ai
g R T AN 7 WAL AR A T . IR TS, mn] DAR LA 28 o 2 7
EHUE e

fEKerasH, T LLZARILTE F6-22 TR 15 20E L —MRE 29 %
(Z¥rate) fDropout/Z.

A% #.6-22 5 ADropout/=, FH¥H 7N F|KerastH 7Y

from keras.layers import Dropout

model.add(Dropout(rate=0.25))




FENTFP AR Ze 2 B, AR AR SR (1) 2 B A n] DRI Z 3¢
JZ. CHZERER NS, PSInE T R8T 2w A n .

6.6.2  Z& 1BV B TS PR AL

TERNAR TG — A5, EARTTHIRATE 7RV e
(ReLU) BuFE. WHFiRM, X TIREMELS, XA RERSERE T
ttsigmoid sl HA IS s 4F » E6-11/8 7~ T ReLUIEAR

ReLU
10

R (Z) — max (0, )

: /

-10 -5 0 5 10

K6-11 ReLUE R~ R AEI A BN0, IEERIARIFAAL

ReL U LURs S B g N 90 R 5 U2 IS S Far A, 1T L R e A U ER 355
AR, PRI, 1RSSR, ReLUMHGS FEmtan. XAHWREAIE, 2
(KRS SEHESE BB iE S UWN R RE L SN Sy RIS B N EReR
2, EEGRAESHRMATT. RIS, T AZHE—
A5 B FReLURE Z Hig EGFAL, HER, Rl &L



S NIHEREE R, BEfEKerasH# fHReLU, 7] LIE)ZHactivation®
b Hreluf #isigmoid, HAHDIE H6-23/ 7~

REISTEH6-23  —DenseZ NI — A A1 BT R 2L

from keras.layers import Dense

model.add(Dense(activation="relu'))

6.7 A4 53 B i KA [ B Bl 4R T R 2%

ARERIH LT TR Z MR, AMUNE T A RRE
RIS, IEAE T8 UER R 5 — 2 Isoftmax B BR 4K
DA T IE G FE ATRe LU B4, IX L8 Ty BRI m] LU R4 s
ZWEIMERE . EARFELE RN, ERATICE BT B R Rk,
e — AL, JEH T BESEI e MY 5, & CIE
TR I .

B S LEFRATIB B — " Ay n A FE AR e, P il B AR BT T 2 A A 32E
rowtt, PR ONE S GRS RIEAR,  AARSE 516-24F 7

ARSI 5.6-24  INAR I TIAL BEAG A b 22 o0 245 1) [ B Ko

import numpy as np

from keras.models import Sequential

from keras.layers import Dense, Dropout, Flatten
from keras.layers import Conv2D, MaxPooling2D
np.random.seed(123)

X = np.load('../generated games/features-40k.npy")
Y = np.load('../generated_games/labels-40k.npy")

samples = X.shape[0]



size = 9
input_shape = (size, size, 1)

X = X.reshape(samples, size, size, 1)
train_samples = int(©.9 * samples)

X_train, X_test = X[:train_samples], X[train_samples:]
Y_train, Y_test = Y[:train_samples], Y[train_samples:]

FEROR, AEIRATAARASIE H6-17Th S AR £ 3k AT 5 Ak, a0 P

7No

o PREFHIERIMAAR, SMHAEET, REEE R
W2, &G AR 2 4

o WINBAMHATIENMWHERE: BMEREZF&E—, IMNnE—
MREZEZ G —A . EFEFRN50%.

o Vi 2 R0 B B 2 N softmax, BRI PN B R IR0 bR EE
U NReLU.

o PR BRE R 38 U 1R 25 TR BN RS SR K

EIRATRE B XA Keras T HIRE T, A0AURSTH 516-25T 7

RIiE H6-25  # F EFE A ReL UK 2 Fl B B0 1 35 R 0 2%

model = Sequential()
model.add(Conv2D(48, kernel size=(3, 3),
activation="relu',
padding="'same"',
input_shape=input_shape))
model.add(Dropout(rate=0.5))
model.add(Conv2D(48, (3, 3),
padding="'same', activation="relu'))
model.add(MaxPooling2D(pool size=(2, 2)))
model.add(Dropout(rate=0.5))
model.add(Flatten())
model.add(Dense(512, activation="relu'))
model.add(Dropout(rate=0.5))
model.add(Dense(size * size, activation='softmax'))




model.summary()

model.compile(loss="categorical_crossentropy’,
optimizer="sgd’',
metrics=["'accuracy'])

ffa, BEPHEXARAL, A RUS AT A TE H6-26 7 AU .

ARBSIE #16-26 DAl G 5 I A R 4%

model.fit(X_train, Y_train,
batch_size=64,
epochs=100,
verbose=1,
validation data=(X_ test, Y_test))
score = model.evaluate(X test, Y test, verbose=0)
print('Test loss:', score[@])
print('Test accuracy:', score[l])

ER B RGP GRIE AR I Z AT 1585 3] 1100, XA
7B 1 i A R AR XA

Layer (type) Output Shape Param #
convad_1 (Comv2D)  (Nome, 9, 9, 48) 480
dropout_1 (Dropout) (None, 9, 9, 48) 0
conv2d_2 (Conv2D) (None, 9, 9, 48) 20784
max_pooling2d_1 (MaxPooling2 (None, 4, 4, 48) 0
dropout_2 (Dropout) (None, 4, 4, 48) 0
flatten_1 (Flatten) (None, 768) 0

dense_1 (Dense) (None, 512) 393728
dropout_3 (Dropout) (None, 512) 0

dense_2 (Dense) (None, 81) 41553




Total params: 456,545
Trainable params: 456,545
Non-trainable params: ©

Test loss: 3.81980572336
Test accuracy: 0.0834942084942

i I AMEAL, R R A k8% LA I, 522 B A SR 2R AR AR A L
A TRKRYGE. 74h, TR Trainable params:
456,545, [AIH— T, FLATERELEAA #1600 000 A IZSH. Wk
et MR E3MGNFEE, AR T ESE. XEnE
PERERIFE = B H I TR B 254, AU RS

(EMIR— TR U, B R B ZR AR E RN ] IXAR KR L
e BB Y N ZRRAA AR % . X e S SR R Sy, It
T2 2 MIZRE. MRBANAE LW O-Rrepochs e B =, A
XAMER (SRR R I i LR R LA E . SB7ER SN HE R
Zryfiteds, LOmsE I gRid e

TR, ARG R IA SR, HEEHEAER N 2
et A

0.000 0.001 0.001 0.002 0.001 0.001 ©.000 ©.000 ©.000
0.001 0.006 0.011 0.023 0.017 0.010 0.005 0.002 0.000
0.001 0.011 0.001 0.052 0.037 0.026 0.001 0.003 0.001
0.002 0.020 0.035 0.045 0.043 0.030 0.014 0.006 0.001
0.003 0.020 0.030 0.031 0.039 0.039 0.018 0.007 0.001
0.001 0.021 0.033 0.048 0.050 0.032 0.017 0.006 0.001
0.001 0.010 0.001 0.039 0.035 0.022 0.001 0.004 0.001
0.000 0.006 0.008 0.017 0.017 0.010 0.007 ©.002 0.000
0.000 0.000 0.001 0.001 0.002 0.001 ©.001 ©.000 ©.000




A FA5 0 fem I BIVEAR 73 090.052, X R E6-4F A Rl FEIXA
T, RITAI LA 720 o X AME A AT Rk ik 3 AR R
IKHE, (H'EO@Ea T gt i 2R, XA SRR
% OB T BTN AL, BV RE RS

e R, RATSDhEE ZEWAR MBS, IFRES KA
o MU B ] DA B R B 55

N

o FERXANAEA, N HEIBAMEDURCR R T oKL, PRIt
AMAL?  GER, HZii 28 eI S B .
KU, HiodE, RRBHER R A Pt E, S EAT AN T

BHo )
o EMIE=NEGHEEARR, EEEIA KA ZE it s m
B

o MERFFATRRIFIIAIIR T, BEICHEIECEE 1 Dense/Z45/ 32 /7

o WP EFFRAI A4 R ?

o FEMEHERIRMIEIL AR 212 = RIHERG 2 7 R IX A 5 fi A
T CNNH) S5 R A 0 R R BT X b, BT RS AT ZRIN [a) o 2 K 2%

7l ?

FESR7EN, BATR N A T 22 B B SRR M — MR S
FIFEBALER AN, X AHLE AR ARSRL R8s, i 7 50 i
EREAT ISR BATIERE B AL EAT WS HH 1%, 27k RES
BEMAR AR RE . BT XSRS, AR RES AR — R L
TN A EE RIS N, 22/ REaE O W AR 2

6.8 /NG



o fEHgnhsas il LUK BRGSOV I 28 TN, X TR L 27
N T EB R E R
o fHHIRR R KB R, NEANTRM 2 g R AL S — AT H

INE-VETE S
o Kerasit —PMIIREM KMIIRZ =, W LU BRI 2 B XK
TR L2 S R0 o

B BRI 2 T DA g N 50808 110 72 1) 25 40 SR HOORH SR

fil AL = AT A BB R, AT B S R

FE W28 ) B e — J2 45 P softmax s s 280, T DLURE R A i b 5 e

NBERAE.

o FEMMBLENMETIMI A, M0 I3 SUBME AR B, R I iRE
PR R ECE HARIIE o AR 2R TNE 2230 [l A B i, 2977
REEATH.

o TEURZMESIME, M Z57 )= Al DURAA Rt S i 055

o [ HZIERI F T B sigmoidBUm BREL, W] LUR PR THH 22 X 2%

HITERE .



H7E O NEHET A R LA
A

B AR T S [ AR

T Ak R LR (R b v A 2

PR ERUE AR MR = I, F 3 7 sl R Tl .

B 52 2% (U REAR: 2 ) 2 61 32 5 K ) L BRL AL 4 N

BT H CRYSES, JFREET PR

EH6E T, WA EIREZ N2 ERAERG TRAT
filt, JERIER T LA 2k 2 E R TR . HENTE R —A
Ky WHT M REE . A W IBR 02 I 24 (015 FH 4T
R s e B . R H sy AT B R B AT A
Bl 2

AT, JATTR 1 s WA AR A% 2. B e dedg 2X
(Smart Game Format, SGF) o %K 2 H# T IR 55 48 S F:F SGFA% 2(
MO T #DhRE. EARFE, O 1 U H T BB E TR0 R B2 A 42
7, AT EMEBARS & BT BIR 2 SGF X, H—FhEE B i) 7 kR



CATHEAT g, P X SR Z I R 2 I 2 o XA IS HE R R DX 4%
R LLRT L= P AR (TR AR 5 KA 2

K7-1J7n 1A T 4RI BATTR i R e R o

EIATL R, A% H

MBI SIE T H OS5, I8
R T CE AR LS. T8 it

. > Ay Ja
W BRAT 7R B SR B B S 7 Y
Bl B A B
Q TUNRERITREILRS 2 HERHEAETETF
‘[ (3IKGS) Lt TEkEH#H . EQ’:?&?EB’J%E’:QESE%
TR © EHEIEE ¥ RASGFRREE.
/ O ERFMENINGIITRERS, =i
, KA E MG S YA R D
SGF © =EISGF s, TEY 82, FEHNREY, EEHN
EHTANE, LURAVE £ AKES ABERMEENL.
AR,
AL / \
bodi e N "
_ © HERXEERANKIE
Ok A—1E T s ART R

5 L E AR AT BRI ATy
Riﬁﬂk?‘.&i%}ﬁ?ﬂﬂ%% B IR L 4% .

AERI .
ABCDE
®

APBLEEEER | 0 0 0 0 O | fEEEEE

A |0 1 -1 1 0| VI
8 0-11-10
z 0-11-10
E 00000

A B CD E

B7-1 Hs MR TSN, I s B AR B AT I 2. FRATTAT LA A S I A
M55 f R B TN ZRPLES NBOBIE . fEARZE T, A TR S W FHRIXLERIE, IR el
WRINGEE, FIIZ—KerastE R N T3k



7.1 S B

2 H Ay IEBA TR R B AL e #R2 B S . ER6E T,
BATNER T — D IREEAR L X 2 KO 2 B 10 T~ — 2B 3. ZMIE A
&, AR A gE R AR T S 1R BT AR s sh T 2, (HAE R
P o B W R A DE R . BATATBLU,  SRAL4S w20 I 24 i 23
RIE T ISR BRI B N B FR o BLAS A Koz Jo ik B Ak pl it
IR

W AR o A LT B B SRR R AR 2 (g N, ] DLE 25 R
LS NIRRTy o 3 T oRIEATT S R EsmAT B 62 — ——
KGS[H /Il 55 % (KGS Go Server, EF#rNKiseido Go Server) %
B IR B U NS HEKGSEIE 2 81, ATENH— T H
R A% 2

7.1.1 SGF X f4& =

FHREVF A 2L (Smart Game Format, SGF) R #RAE e [ AL 0
(Smart Go Format) , #HI & T20tH2280FAAK . HHl'E £ B
A GRANNFF[A]) , RATT 20049044 K . SGFR—Fhd: T3¢
AP fa HpAg I, (HRIARE UAR 9, AT H T RoR BRI BT AR AR
i IR B oK TR IR ) LA At S Y (R A ke . AR &5 JS I )
N, BRATMBRB T AL PR SGF A 2 L aili FE AA% =, A B SR AR
o WATRAEAR T/ ASGFH — e FEA AR, R #4817 AE T 2 HE ¢



55, A LAZ# Sensei’s Library B 77 Mk

SGF % 0o N 25 A2 ML Jo) ) e B AV - sh MR % . ot poak =02
AW REF R R — DR, REE—-NITHEREEENE. F
an, RS (RUJEtESz) Noxomy [ kAT IR, ESGFH Zwtd
NSZ[9]. FBLE T ERI AL )T an ™. JEAERE 28 31T 25351 LY
HT, kAW cc], TRITES7ITH3H ERvE T aIENIR R
HB[gcl. X B FREBMIWRRA T B, MAT AIZ B AL BRI 2 5 BE it
s . BERREGEEIG, ARl A EBL 1THIW ] .

N BRATE R 5525 K R 1) 58 BEOX OB 5 Sl I SGF 7=l . M
SGFN AR LIE R, SGFHHRIIANFF[4], X2 —mHEBLER (F
SGFH, FIHLAIERGRS N1, BIGM[1]) , HBERTA
9x9 (SZ[9]) , ik0¥ (HA[@]) , Mi6H¥ (KM[6.5]) . JiExkfiAHH
AN (RU[Japenese]) , m&EEFNATHIH Y (RE[W+9.5]) &

(;FF[4] GM[1] SZ[9] HA[@] KM[6.5] RU[Japanese] RE[W+9.5]
;B[gc];Wlcc];B[cg];Wlggl;B[hf];W[gf];B[hg];W[hh];B[ge];W[df];B[dg]
sWleh];B[cf];W[be];B[eg];W[fh];B[de];W[ec];B[fb];W[eb];B[ea];W[da]
;B[fa];W[cb];B[bf];W[fc];B[gb];W[fe];B[gd];W[ig];B[bd];W[he];B[ff]
sW[fgl;B[ef];W[hd];B[fd];W[bi];B[bh];W[bc];B[cd];W[dc];B[ac];W[ab]
;B[ad];W[hc];B[ci];W[ed];B[ee];W[dh];B[ch];W[di];B[hb];W[ib];B[ha]
sW[ic];B[dd];W[ia];B[];
T?[ﬁ?%[??][bb][ca][db][ei][fi][gh][gi][hf][hg][hi][id][ie][if]

1 11
T?5§e][af][ag][ah][ai][be][bg][bi][ce][df][fe][ga]
W

SGEXAFHZ A1 4 (node) A%, 2SS4 ME. H—1
TS AR EE, B RS BUNEE . R R 45 S DL K HoAth



HREE. FEENTAERFR TR — 28k, X rzEHZEE

TR, S B R A R T B R AT SO, A5 R R
SGFX( At M ARREMERE— T mH, TWZJEHIH B 5 5 s

H, TBZJaAIH BT SWMA A H. EE, KB RIR IR N AL
EAERJE—AEE (W], RonBbid Bl G) iy, wf Lt ellE
PEXRTZ AR 0 — FhyERE o

BT BEIE T SGEM A — iz L@, IR 1O A2k
ol S AAE TR ARG B . SGRA& A R 2 ) ThAE, (HEEE
#OH T ORI NP AR, AR E AT E 7 EA].

7.1.2 )\KGS [ 8 [H B % 2 A

T u-gofy P, w DL B| 2P UG (zip. tar.gzd) o X
& MKGS IR 55 #5 USSR ) H 20014F DRSS 48 . AEIX N4
o, XIERUT B AR —ITATEL L, AR AR 6. [T
F2EPMAR, BLEMNLBRI9BGOIGR, DRI IX S R 4R 2 i
ST PreliE R . HINEIER, XEIE R AE19< 19K bR i
# BT, MAES6E oA U R T A 2 <ot A

X A S R, X — P ARFE R EIE . BATBAEARE
PR ERER—Am KRR = IPLE N JATIA A H 3l F X
e, HOP R RIE &S B SRR HTML, R A 30, 4%
BT, R AR AL R SGRAE .



X B B HON TR P 2 B A N AT, B S 5 ZEAE T dlgof
e QI — AN T AL Jydata,  FEAIAE R — RN B __init__py
A ARFPTTRRIPTE 5 B AL BEAE G 1 A 2 A A AR R
Frs

P RILAT T B HdlE . AEdata RIS I — AN B st
index_processor.py, £33 BLANE—~ 4 HKGSIndex 2. KN #i%k
X — PR TEEFEARMEN TR, BB KEBER, AW LS
STHER, P DAIRA A X A B 7 SCIE T 4. SR RO, W
PATEGitHubf A% e Hr 4R Ee AR . KGSIndex BRIl LR — A7 ik
download_files, JGHFIMNISH R, XA IES K u-goM il ) HL L
NECEIAH, AR A A OS8R, SRS AE 44 Jydata Az
A e A T B MY [ tar.gz SO . ARSIE B 7-1 R 1B BT T 2

ARRSIE H7-1 G5 oK H KGS Y R ARS8 1) s 4 SO A 28 5

from dlgo.data.index_processor import KGSIndex

index = KGSIndex()
index.download files()

BATRB S, Mz AW a4 .

>>> Downloading index page
KGS-2017_12-19-1488-.tar.gz 1488
KGS-2017_11-19-945-.tar.gz 945

>>> Downloading data/KGS-2017_12-19-1488-.tar.gz
>>> Downloading data/KGS-2017_11-19-945-.tar.gz
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7.2 ONTRFE SR )i R

6T A A — A A B T SR g 1 4, B R NAE BB 3
Jr481fIBoardflGameStated S H1 1. AT HSGEAFRT, 5G40
RO NS CRIFTTSE RS Hrad 8D 5 FFARYE NS0 e it
TR AL, DMERENS B R AR AE SR 4R Ak 06 22 )T MOR A5 B

7.2.1 M SGFHL3E A &2 £ [ A AH 5

T NSGF AR L B R B SR A5 JE., 1 2 7 EE AR AN S B 11
B RTE . BARX — SRR (FHEAU, B A 204 M
IS — B SCARFEAT AT ED)  AH'E AR A AL 38 NI R b i
ANCHER S, I H MR o — RS 2 R E W A 7). ST
XEJFE A, JATRAEdIgo Gl T —4 44 Agosgf iy TAEEL, e Tkt
HISGF XXMM EE. AT S, IR MEREE -1 ERETH
A . SRR T AR E L 5 T PythonfEATSGFRIME B, W] LAV M3
fITHIGitHubf R A%
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=

gosgfIR Bt 4 %% H Gomill Python/% .

fEgosgftdhrh, FRATH 75 B — L AkSgf_ game?ﬁtﬁﬂlﬁﬁ/@%
AR R T o BT RIATE B W HSgf_game A SGFHE A+ As,

MRS S, IR RSB E#AT 2] — 1 GameStateXf 1
o El7-287R T — R H SGFir 42 m 0) B B B I Sk 345

H

Zzl:

%
i, /
B &1 SCF &

WIef] B, BENZERHIT
FllGameStatexd & L.

N

B[ff]

Kl7-2  MRIESGFHE AALRE . FASGE 4 F 2B [ ee 1 I T4 8 5 V& T-sh VE 4T 4w
1, Sgf gameZ& i T3 XX S 55 f ffthd, JFiR [BliPythonyodl, SR 5w nl PAFEIX L85 /E 40 AT



FlGameStateXf & H, IV IIHE (WG R 7-2F7R)

ARRSYE 517-2 AP R BIAE 28 I SGF XA (1 B A

from dlgo.gosgf import Sgf game c--- HEMHHgosgfith 3 ASgf gameZs
from dlgo.goboard_fast import GameState, Move

from dlgo.gotypes import Point

from dlgo.utils import print_board

sgf_content = "(;GM[1]FF[4]SZ[9];B[ee];W[ef];B[ff]" + \ e--- ENL—IR
BISGF AT H o 1X Bt N B AR 2 O T BB s b i 45 21
";W[df];B[fe];W[fc];B[ec];W[gd];B[fb])"

sgf_game = Sgf_game.from_string(sgf_content) «--- i from_string/i %A
##—/ sgf_gameszfl

game_state = GameState.new_game(19)

for item in sgf game.main_sequence_iter(): -- EREHEEHTFEY. &
A2 BT R AR AN R

color, move_tuple = item.get_move() e---  ERFFIHRR & DU (B, shiE
YRF, Forr g g — XA AR AR
if color is not None and move_tuple is not None:
row, col = move_tuple
point = Point(row + 1, col + 1)
move = Move.play(point)
game_state = game_state.apply move(move) e---  EEEEHSER
A7 B 210 B RoR A

print_board(game_state.board)

fy B, X MRAEHE R B NI MISGEF AT & Ja, AR
EElE—MR, BRI A ARERIAE . ARSIE R7- 28 A E
IR0y, e SRS A0 B B LA A AT PR B 22 S R A1 1 — AN K EUIAE

3.
(1) N BIF AT Ry )k s 28 S A

(2) B X 8 A RS AR SGESC, R EIfEN



Python 7 £ #33 H, Jf X L8775 3 B — 1 Sgf_gameSifil.

(3) B RASSGFERF & i BRI /1 3741, B PR A 2 =5 B )
a7y (Bl ELL ), B A B ERPE i A\ GameStateXf .

(4) SHEAFMEMSH—AEncodertd 4T LIS B 4ulid NFFE,
TR ENEAR SR b, R IEEHAT R B XAERin] LAShas
AR E 5 S SR TN A T

(5) REAE A RFAE AR AT Ak il = A% 3, RUEAR SR AT BLEIK
B4 BITR FE AR 22 45

FEFR NORA LA, ARG AR PEGH L 37658 404 58 X S THAE 55
X E A R 2 g5, BAT Al LR B 2SN A, IR g e
Bl 2 AT S A T R HE R

7.2.2 o) iR R AL AN A AL B 2R

FEART R, FAPR A D ERAE P A, el B IR 25 SGFEL
e N a2 S FOE R RIE SFR%E . IX 2 — A A] UG 1) 52
B, REEEA T eI LR o SR AR A B S R E2 J5
BT BRI IR 2 IR T FRE T

B S H ) data TR ER TR A1 —Nprocessor.py XA . FTLAAE —FF,
e A] LU GitHubfHS J&E T #processor.py I A, SR J5 [l 15 H: A ) sk
PLRIAT . FRATTSE 5 N L processor.py T 75 HPythont% /0 2, WIACHEE HR



7-3F17~ . B F T Huf A B A NumPy Fi 2 A0k 75 ZEA D F SR A BT A1

il

ARRGIE 51.7-3 - Fdla ML B T 75 ) Python

import os.
import tarfile
import gzip
import glob
import shutil

import numpy as np
from keras.utils import to_categorical

path

FATE
7-4FT7R o

VTS NdIgof L T Z BFIM R RIF 2 A% ODFh S, iR EE

ARSI H.7-4 MdigofBibi T A\ Kidfs A BRI 4 R

from dlgo.

from dlgo.
from dlgo.
from dlgo.
from dlgo.

from dlgo.

TR HpR AT RAE

gosgf import Sgf game

goboard_fast import Board, GameState, Move
gotypes import Player, Point

encoders.base import get encoder_by name

data.index_processor import KGSIndex
data.sampling import Sampler - SRR TR SO R I 2R A

ATk

A BIADIE A 7-4P &5 >3 A (SamplerA

KGSIndex) , {HfEyE BIMIAIR AN A EA]. dkLLgits
processor.py, %5 GoDataProcessorI¥Jaa b i pRi%l. X B 75 EH5E
HHANZSH, — A ZHencoderE H 4T H 15 EHIEncoderXf &, J—
A~data_directory kI8 E A ESGEEE K H %, ARG #.7-557

No



ARRSIE H17-5  WIARAL RIS AL B ES 36 % I 10 4 ) 25 A0 A S Kt A i H o

class GoDataProcessor:
def init (self, encoder='oneplane', data_directory='data'):
self.encoder = get_encoder_by _name(encoder, 19)
self.data_dir = data_directory

B N ORI A B R 3= 77 1oad_go_data, WAL IE H.7-6
B e WA TR, JATTAT LR 2 Z2 40 P )AL = S A N 2 4
PERA (BINGEHREZAMIRESE) - load_go datas> WKGS F#ifE
LIS, JRZRIRE MR B E TR, e SR, 6
BRFIE S PR, B 45 - DANumPy B2 T AR A7 B A b

RISJEH.7-6  load_go_databi#: NEk. ALFRRIAEfig 5 bis

def load _go_data(self, data_type='train', «--- Z¥data_typefl T18
SERARRA, AT Lk £ IR ia A2 Ml 2 s
num_samples=1000): «---  num_samples?i & MEHE
B R EE

index = KGSIndex(data_directory=self.data_dir)
index.download files() «---  MKGS FEHFTAMREAE, FAAERIAHEL
THZ. WMRBIECEfEE, MASHIR T

sampler = Sampler(data_dir=self.data_dir)
data = sampler.draw_data(data_type, num_samples) «--- Sampler

ST S At A 2 B LR B, R INEOR TR E i SR

zip_names = set()
indices by zip name = {}
for filename, index in data:
zip_names.add(filename) - SCEEEE R E I T R 4 S 4
IR — a1
if filename not in indices_by_ zip_ name:
indices by zip name[filename] = []
indices_by zip name[filename].append(index) --- RGO
XS FT A SGF XU R 51 #EAT 0 2
for zip_name in zip_names:
base name = zip name.replace('.tar.gz', ''")
data_file_name = base_name + data_type
if not os.path.isfile(self.data_dir + '/' + data_file_name):




self.process_zip(zip_name, data_file_name,
indices_by_zip name[zip_name]) c---

SR BARAL PR He 45 A

features_and_labels = self.consolidate_games(data_type, data) «
- BOE R A SR B R R AR RS BEAT RS IR IR [l

return features_and_labels

HE, B THZE, TEH—Sampler CEFER) SLplfETR
I EAKAFEES I TAE R ORBEN LG F 45 E ENH R, LR
BB A B AR I e B S AR A AT S . SamplerdE A
) BRI SRB AT A, IMEAR T, R 201458 2 AT HEAT B AE
JAE A, i ESE T AR R R I R8s o X2 AT DA ORI
o BT HERE REA S Gy HBLENSGEdE T, &
BE S BB W B3 0L A ] L

PR3 I 2R 08 AT A AL 3

ReEE R N ZR B AR 20y 1 RS T SR RESR AR . 3K
s ISR A ol — MR, IR 0 b AT A, BL T A
ROEEEH T ER AL, BB MIIGREr BEE 2 A B2 5 A fE
PRI A S . IER SR AR o Bl AR R A SR A T R G
ER

TR R, AN &ERNITE: nEEEgE, KRR IR,

FRBEBLIR 70 BRI R AT A o 0o 58 i) RO 03X A 3R B 7 R ]
B — N R, (BT AR OONAR . X AR R, — Rtz




ISR AR ELAAT , an SR 2 R A5 A At A i3
TEFe AR I H L, AR Zyda N — MG 3 1 5a AR AL )
o TMTSLERUEN], IXFEINZR R AIHLAF NS T BeA B4 58 K. Jir
PR3 — 5 BN E I M a3k 215 BE R B I 0 07 2

TESE BRI 5 KA E )G, load_go_datas K SEM A4 B R %L
KA B : process_zip i Frisk BN 45
ff, consolidate_games 1 544 BN R 4 SCAF 1) 45 FAH 2R S F5
B BT RIEFATWE — Tprocess_zipphZl, EHATUL TN

%,

(1) M unzip_dataf /s 2457 .

(2) ¥EEL— Encoders il K 4G SGFHLIE .
(3) WIEEWTEARE B RHAE AR 2 NumPy $ 2
(4) EABPIF SR, B B R
(5) B— R EZ /i e B A ik 7.

(6) X5 3L SGFHLIE A1 i BB 1k

(7) ¥—mE KT — LY ylabel.,

(8) Kp&E— [l & I A AT AL AT R IRES Sifi% yfeature.



(9) 4B F— BB (E4RAT BIRLAL b IFAkSE.
(10) FEAHE SCHF B Gir 4 BT R I S5

THE/R— Fprocess_zipH a9 PERAISLI. ERE, NEEIE
L, BATEEE T HARYESZAH TR #unzip_data, 1235 1] LLZEGIitHub
RS ZE R E] . Bl7-3r IR 1 WA KR SGF s 48 S A 3 - 0 s 4 1 )
TEHORAS o

I — N EFR SR [ESpr i
® BN %P SGF .
)
SGF3L 1 SGF 3tk SGF 3z {4 SGExrf: | | e

FEASGFIL - igng, k1%
BLRFIZ S

Fo1 A Q0
o n 4 J 90
00000
00-1 00
ML ——=0 0 1 -1 0
00100
00000
B EAMEBGRIS ANUMPYETLE .

Kl7-3 process_ziptRi#l. ©IERE VL SGF I IESE . BANSGF XS — R 5%
FEE, BATHXLELDER E #GameStateXt R . S8 /5 FEncoderXt G5 % MRS 4N
NumPy#(4H

BRI lprocess _ziplE X, WIS H7-7HT7R



ARRSTHH7-7 A BRAF A AE e 4 SO P I AR, IR B g i IR IR 5 A 2

def process_zip(self, zip_file name, data_file name, game_list):
tar_file = self.unzip_data(zip_file name)
zip file = tarfile.open(self.data_dir + '/' + tar_file)
name_list = zip_file.getnames()
total_examples = self.num_total_examples(zip_file, game_list,
name_list) e---  ffElt ks
SO BT AR R B S B E R R

shape = self.encoder.shape() e--—  ARYEFT I gm S 2R HE WTREE S5 A5 25 1

R
feature_shape = np.insert(shape, 0, np.asarray([total examples]))
features = np.zeros(feature_shape)
labels = np.zeros((total_examples,))
counter = 0
for index in game_list:
name = name_list[index + 1]
if not name.endswith('.sgf'):
raise ValueError(name + ' is not a valid sgf"')
sgf_content = zip_file.extractfile(name).read()
sgf = Sgf game.from_string(sgf_content) «--- fRIE4CEE, KSG
F P 2 N 44 8
game_state, first move done = self.get handicap(sgf) e--- fE

P ik s, BRDTH IR

for item in sgf.main_sequence_iter(): «---  IWJISGF XA HI T A Bl
(3
color, move_tuple = item.get_move()
point = None
if color is not None:
if move_tuple is not None: e---  HGE T IAARE. ..
row, col = move_tuple
point = Point(row + 1, col + 1)
move = Move.play(point)
else:
move = Move.pass_turn() PR B W RBA T hE
N svikedt SUNClie,
if first _move done and point is not None:
features[counter] = self.encoder.encode(game_state)
e--- BT RCRAS SR Y R LE....
labels[counter] = self.encoder.encode_point(point)
...... FAS T S BT R 4725
counter += 1
game_state = game_state.apply move(move) e---  ZJEH%




TEESAT RIS b, RG4S — &

first_move_done = True

R, forfEHm BAADE B 5 AR IE 5L 7-2 4 i i T AR 4%
T, R Rz B LS AR &5 . process zipF I PIAFA#
RESLIL T . AN BT e num_total_examples, &
SRATT RS g el S ERS 2, 1EFATA] BLs Rohih €
FRIE SRS B B RS, AR S B 7-8 R .

ARRSYE 5.7-8 V52 BT 4 S A R ) s 2

def num_total examples(self, zip file, game list, name_list):
total examples = ©
for index in game_list:
name = name_list[index + 1]
if name.endswith('.sgf'):
sgf _content = zip_file.extractfile(name).read()
sgf = Sgf_game.from_string(sgf_content)
game_state, first _move_done = self.get handicap(sgf)

num_moves = ©
for item in sgf.main_sequence_iter():
color, move = item.get_move()
if color is not None:
if first _move_done:
num_moves += 1
first_move_done = True
total examples = total examples + num_moves
else:
raise ValueError(name + ' is not a valid sgf')
return total_examples

AR )7 75 2get_handicap, FARIRACH AT RHE LT
HH, JFCREE A E R A, SIS 790 .

ORI R7-9  REGETHH, FERre M B2 Al b




@staticmethod
def get_handicap(sgf):
go_board = Board(19, 19)
first move done = False
move = None
game_state = GameState.new_game(19)
if sgf.get handicap() is not None and sgf.get handicap() != 0:
for setup in sgf.get root().get setup stones():
for move in setup:
row, col = move
go _board.place_stone(Player.black,
Point(row + 1, col + 1))
first _move _done = True
game_state = GameState(go_board, Player.white, None, move)
return game_state, first_move_done

fEprocess_zipSLUGE R, & ERRHIE-SPREE 70 B A7 21 B i
SRR, ARSI B 7- 10T

ARBSE H.7-10  RERFIE 5 bR a8 70 A filk B A

feature file base = self.data dir + '/' + data_file name +
' _features_%d'
label file base = self.data _dir + '/' + data_file name + ' labels %

chunk = @ # Due to files with large content, split up after chunksi
ze
chunksize = 1024
while features.shape[@] >= chunksize: - PPHULFRERIE ShRAEIT,
FATLAHR /N A 1024 H— ANk
feature_file = feature_file_base % chunk
label file = label file_base % chunk
chunk += 1
current_features, features = features[:chunksize],
w features[chunksize:]
current_labels, labels = labels[:chunksize], labels[chunksize:]
e---  AEHET M Featuresllabel s EZH F 4> K....
np.save(feature_file, current_features)
np.save(label file, current_labels) o FEAFfit B — S BT

S

Z BT DALy B A7 fif, A2 RN NumPy 30 21008 AR K, 1A 2dE



FAAELERIN B ST sl Al ADR B B 2 B RS 1. D, BATTAr A4t
P o Bes G OO, o n] DAARYE 75 20K B SR B4 2 Ay
e XPRTT AR 3. Jad (RIshamBEtE&Edus) M
248, EETEIERREMN . 75k, ERNE)LI FwhilelEHh by
B e — B T st £, ERENIEAKR, BROyENC2ia 2
% 2 B T

Yk 5 2 ¥ processor.py X Af, #M7eXTGoDataProcessorff)E . %
SEIEHE RS, REBITAEEE S (concatenate) Jl%—PEZH RN,
ARG R 7-11 R

ARRSIE #.7-11 RS O RF AR 5 bR 2 NumPy AU & )R 81— MR G

def consolidate_games(self, data_type, samples):
files_needed = set(file_name for file_name, index in samples)
file names = []
for zip file name in files needed:
file_name = zip_file_name.replace('.tar.gz', '') + data_type
file_names.append(file_name)

feature list = []
label_list = []
for file_name in file_names:
file prefix = file name.replace('.tar.gz', '")
base = self.data dir + '/' + file prefix + ' features_*.npy'
for feature_file in glob.glob(base):
label file = feature_file.replace('features', 'labels')

X = np.load(feature file)

y = np.load(label file)

X = X.astype('float32"')

y = to_categorical(y.astype(int), 19 * 19)

feature_list.append(x)
label list.append(y)
features = np.concatenate(feature_list, axis=0)
labels = np.concatenate(label list, axis=0)
np.save('{}/features {}.npy'.format(self.data dir, data_type),
= features)




np.save('{}/labels {}.npy'.format(self.data _dir, data type), labels

return features, labels

S T SEE, AT LAInER 100N LB A SRR, A E
BL7-12F 7 o

DTS B7-12  INER 100 R i N 25 03

from dlgo.data.processor import GoDataProcessor

processor = GoDataProcessor()
features, labels = processor.load go data('train', 100)

X LEEHEAE H5FRZAE 5565 1 ffJoneplaneZm i s HE AT 4mtg, KIIL'E
I 5 EeR e M . [FUIbIX E5E 7T LSRR SR 6 %= ) g 1)
TR A2 . AW R IR A M, 5 A ZEHART Be 1S 2R I B o
e R BARIXE B ST LR 6 R AR LR ZE 18 2, (B3R
ATIRE 219> 198U, XAl LLfE9= O B G 18 £ .

W EE BRI/ N s BN AT &7, AlREas REINEA L
R . £7.2.3H, FATHZE A= s (data generator) SRAR LI
A AR ZR, BRI URME T — AN N E I

7.2.3  Fb g ] LA v 2 I 2 A A ) R AR s A
5

Mu-go.net vt FEIKGSZ 5 HALE 1t 170 000/ 5, AH2Y
TE0A A 0] LU T PR )1 2R i B AL S0 . 72 D olok bk 2 i A itk



I, K A AN AR B — X NumPy B 2H Hoks 2 A8 73 B0 R bk PR e . X
a7 FRHRE AL JR) 5 A — 2 R 5 T 8 S AR JE A I %) S SR 13 ¥t

K, #iYFEGoDataProcessor 1 F—AN 5 Hi B (1) S H ok &
ficonsolidate_games. JE=, MEAEMBZINGEIR R FTFE /Mo
HUAFIE SARRE . FATR D ZAU IR A e S ORAFAE N AT . RIIERE B
KRBT B g — AN R () A e o WSR3 T i Python A A2 s 11
M, LRV BT E A4 T HA2, IR A TR R
#r, AL EEE DR, A7 E T MBI e, ©hem Rz
PEHE

H e WIthb— 1 DataGeneratorss. MAUALTE B7-13 7 AR TR R
dataf&H (¥ generator.py SCAF HH o AE S AT AR A A4 3k BR 45 75 246 o A Hh
¥4 H*data_directoryl)l 2GoDataProcessortHif{]Samplerfit 4t
BAAEA

HASIEH.7-13 AL SR AR 122 4

import glob
import numpy as np
from keras.utils import to_categorical
class DataGenerator:
def init (self, data_directory, samples):
self.data_directory = data_directory
self.samples = samples
self.files = set(file_name for file name, index in samples) “--
- ARG R AT R 2 RR R SO R

self.num_samples = None

def get _num_samples(self, batch size=128, num_classes=19 * 19): “--
- (RSN, FREFREAIE B A 2 DR pIrE A
if self.num_samples is not None:
return self.num_samples




else:
self.num_samples = ©
for X, y in self. generate(batch_size=batch_size,
num_classes=num_classes):
self.num_samples += X.shape[©@]
return self.num_samples

BRR, BATELI —MFAE M _generate 71k, B AIEIFR
LA, RS 714 . XA T TR SRR IE 1
Hconsolidate_gamesZifl, (HA —MHEZEXG]: JFH FHENFIES
A — N BRI NumPy 2, MaiE M A FH 2R (Blyield) T
— AN E R EERI AT,

ARRSIE H7-14 AR IF = AL T — it B LR 1AL D5

def _generate(self, batch_size, num_classes):
for zip_file name in self.files:
file_name = zip_file_name.replace('.tar.gz', '') + 'train’
base = self.data_directory + '/' + file_name + '_features_*.np

for feature_file in glob.glob(base):
label file = feature_file.replace('features', 'labels')

X = np.load(feature_file)

y = np.load(label file)

x = x.astype('float32')

y = to_categorical(y.astype(int), num_classes)

while x.shape[@] >= batch_size:
X_batch, x = x[:batch_size], x[batch_size:]
y batch, y = y[:batch_size], y[batch_size:]
yield x_batch, y batch e---  BEEINGRERIRE (B
A

wa, XSG D — R VA AR TR SR — AN A
Z )5, el Ut e B Fnext () 7k N it E AR s . 3
IR AR ARSI H.7- 153X R4

RALTER7-15 1 FH generate /7 15 3R BURB TSI 25 110 2F Bl 2%



def generate(self, batch_size=128, num_classes=19 * 19):
while True:
for item in self._generate(batch_size, num_classes):
yield item

N FRATSE AR R X A NE 29 N GoDataProcessort, 2R)5
P PO A g I S 22 N 2%

7.2.4  JFAT B BLEE A AN A e

AR CaEE R, EUSIERT7-3%, U INE 100 M,
SR U TR ZEe — 8 BARE EA SRR MR R, B
P R B LS bt . AETRATTH SRR, & 4 A =2 07 Ak 3
(), BIAE— AU B SE R A 4k B2 A 3 R — > (H2 W RAF 4 S22 5
SR, BATHT 7 B FE A e A Bk A2 I R7 A AT Wl 19 o 2 IR AT
(embarrassingly parallel) Bix. PR 7FEMH — A SR a] CAE
TAES BRI EALR A CPU L, SEBUEZG SO FRAT A0 EE . 431
un, AR LA B Python ) 2 43 % (multiprocessing library)

AP GitHubf U5 [ ) data/parallel_processor.py SCAFHEAL T 34T FiAs
[f)GoDataProcessorSEiil. FEVCHE 1) T A iR BRIBOM R 1) 152 4148 B
ARSI SEI AR o AR IEAT A I Re 8 7 >k B AL, HE I SE
PLART 2 B ARSI el s ME L, DR FRATTAE I AN X AT VR4 4

4T A f)GoDataProcessoric i 5 — M hb, BIA] LLizFE
FiDataGeneratorKiR [l A ey, MARHBEREIRBIEE, WS HR7-
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RISE H.7-16  load_go_datalf HATHAS, AT LLESREIR Bl — AN s

def load_go_data(self, data_type='train', num_samples=1000,
use_generator=False):
index = KGSIndex(data directory=self.data dir)
index.download_files()

sampler = Sampler(data_dir=self.data_dir)
data = sampler.draw_data(data_type, num_samples)

self.map_to_workers(data_type, data) e--- R TAEREM B Z A Cp

if use_generator:
generator = DataGenerator(self.data_dir, data)

return generator e---  BLZGR[A—NFEUERE AE RA

else:
features_and_labels = self.consolidate_games(data_type, data)
return features_and_labels - BLOAR LHT—FFR [5] &  1

XA Y)GoDataProcessoriZ AR —E, (HIHFATHRAH £
7 —"use_generatortrEiSH. F]Hdlgo.data.parallel_processorf)

GoDataProcessor, Htrl LA A ias kB LR 7, WAhdiE
H7-17F17R

AL .7-17  In#100 511 25 2 s

from dlgo.data.parallel_processor import GoDataProcessor

processor = GoDataProcessor()

generator = processor.load _go data('train', 100, use generator=True)
print(generator.get_num_samples())

generator = generator.generate(batch_size=10)

X, y = generator.next()

I B IR 5 B e, (EARIEHL A A AL BESR B, e



RN R INE . QU A AR 2 )5, AT L i next () SZEPIR [B]— 4>
PO o XA, AT A 238 2 A A7 H A RRAT T

7.3 T E SRR MO I R 2 S

IAEFRATT e AT LA i) v B B AR, IR0 e A 3R a] DU T
AMETIE R TG, R ERATTHERAR B &A1 iRk, IFHIX B
PR M FEIRE LML . 1EA B GitHubfUHS 22 H il dlgofidie '~ ] DAL 2]
— A4 Anetworks ) TR, BIRML 1L A M 2o~ B 588y, W] RAFE
R B K B E TR A () S At 5040, networksARBR H AT LR 234
AR R EER R N %S, 735 Nsmall.py. medium.pyAllarge.py. iX
JIN SRS —1ayers ek £, XA R EH TR [Bl— R 70 /] LN
FI ¥ Keras B L ) J2

BATEME— N EMN L, EHANEHREN— % EH
i, ¥R ReLUBUE AL IAMNE FELE A EBIRE BT in—AN8
[F)sf T B 2——ZeroPadding2D/Z (HEAZEE) . TR Mokl N4
TEFHOIH 7Y R R IE o ARBCIRATIAS FH 285 6.2 1) B~ [H 20 0 25 47 RH A
i o19x 19, BRI R 45 e HAE R N2, W AE R —17 f o A B
AN —510, FAERERE T AR - I —1TofE &, AT AR ik
— N BOKI23x23%0 /. X B HIEEZE N\ A G R 2 M A RST,
A DA G s AR PR I 4 N R

e RS 2T, ATESHITE — NN R L. A48 —
N, BRRUR R AN AR D4R R ATV E R AR T — &



eSS, BTSSR 4En) (RIBEMI AR REMNEE) o X4
A OMUESGT . IESREE .. eSS R T LD R
Jllﬁ)‘?ﬁﬁﬁﬁﬁ‘fﬁm S B I%JEHE’J AP FE, djEdiEE W
PMROYIEIE (O , /MibERSFEHE PR E (D, A, JATE
DM AR R S (W) M (H) o TR, KR
H LB AT LA B3R SR ANWHCHINCWH.  fEKerasH, FRATEIX
FhAE 7R Ndata_format, HAHNWHCHR Nchannels last, 1
NCWH#H ~channels_first, HJEKEEIMN S K. MIHRATEM R —
A A gDy (RPR-FIgmiLas) i, A2 channels_firstii
B (Yt J5 RLELTIIR N1, 19, 19, RIRRB-PIRIEAT D « IXEWRE
BNV BRZ$ftdata_format = channels_firstZ#{.
PATKE B small.py TR R RAT 206K,  anfCRS TG BR7-18 7

ARSI .7-18 - y— AT BRI AR T /N R R R 4845 58 251 =

from keras.layers.core import Dense, Activation, Flatten
from keras.layers.convolutional import Conv2D, ZeroPadding2D

def layers(input_shape):

return [
ZeroPadding2D(padding=3, input_shape=input_shape,
data_format='channels_first"'), e--- fEHEEFZEKR
N TPNEES

Conv2D(48, (7, 7), data_format='channels first'),
Activation('relu'),

ZeroPadding2D(padding=2, data_format='channels_ first'), «--- C
hannels_firsti MR RHAES T TH 0 4 C0E /i T

Conv2D(32, (5, 5), data_format='channels first'),

Activation('relu'),

ZeroPadding2D(padding=2, data_format='channels first'),
Conv2D(32, (5, 5), data_format='channels first'),
Activation('relu'),




ZeroPadding2D(padding=2, data_format='channels_first'),
Conv2D(32, (5, 5), data_format='channels_first'),
Activation('relu'),

Flatten(),
Dense(512),
Activation('relu'),

layers &R [l —/MKeras)Z 11513, 7 LAZEANERNE]Sequential
B H XL R, JRATHE AT DR — N B SRz AT B 7- 1 A 1
ATS/NEIR T O BEARECR AT NG RI. i, JEEH BRI SR
22 o FE NGRS 734 A0 T TG R i 240 A6 i o (EE SEEIRATANR
I UEH R B AL 2% 27 ) B L3 N — S A2 A, an AR RIS . 7-19
No ERJEEXANNH, FEABEMEIELAHELE. —NRGEEUL—
FEE R 28 500

ARRSTFEH.7-19 Pl B RS 1 22 I 2% P 3 O S B 2 N

from dlgo.data.parallel_processor import GoDataProcessor
from dlgo.encoders.oneplane import OnePlaneEncoder

from dlgo.networks import small

from keras.models import Sequential

from keras.layers.core import Dense

from keras.callbacks import ModelCheckpoint --- B TR S, Bl
FE I TR] Y RO (1) S 56 B OR A7 S Bk T

ARG H7-198, &5 —f)\KerasFA | —1 4
NModelCheckpoint (FEAUfG i) HIAE T H. HTIAERINE T
REAEDT I R8s, S8 B & ) LS I — B I ZRim A2 Al
RE 75 ELAE T AN EE B HOR I ) o 4 SR | T R i R 5 s 38 g ok
We, BB REB A B 2540 5835 X I AR A s P iR At I D g«



R NNZGERAMARZ G, BRSPS,
B s g g R, AT T REWS i Ja — MR A R B I ZRinA -

PN RE SO SR B IS e . & eI —
~OnePlaneEncoder, JfHE € —1-GoDataProcessor, WI{tHLiF
72007 S IR AN B AL B AR, kAT LN I ZRgs e Al 2o & sk
Bt — R A s, JFEKerastBE A ]

RIS H.7-20 QU I ZRBal An i odle A= e

go_board_rows, go _board cols = 19, 19
num_classes = go _board rows * go _board cols
num_games = 100

encoder = OnePlaneEncoder((go_board rows, go_board cols)) - HiOE
— AN SHUE RS AR R dm b 2%

processor = GoDataProcessor(encoder=encoder.name()) «--- NEHEVISEL
— A FE B A B2

generator = processor.load_go _data('train', num_games, use_generator=True)
e--- XA G B A A ) IR

test_generator = processor.load go data('test', num_games, use_generator=T

rue)

~—2, Hldlgo.networks.small# {fJ1layers &€ X —"Kerastf £t
PH2% . ABIXAS NI 28 1) A E IR — BT R M 2g . ovm e
[fiDense/Z I — P softmax B 2, XFERLTE R AT HE S, anAas
THEERT7-2107R8 . AR5 A8 70 2828 SRS R s HOR m R, JFEHISGD
HAT IR

HASIE .7-21 fEHINRR K 5E L Kerasti A

‘input_shape = (encoder.num_planes, go_board_rows, go_board_cols)



network_layers = small.layers(input_shape)
model = Sequential()
for layer in network_layers:
model.add(layer)
model.add(Dense(num_classes, activation='softmax'))
model.compile(loss="categorical_crossentropy', optimizer='sgd',
metrics=[ 'accuracy'])

FEI1 ZrKerasB AU, 5 FH s A2 AR IS T 5 B FH s S g
AAE . AT EIEEALE it A SOy fit_generator, A
Flevaluatet Vi evaluate generator. Jf HIXP/N 7 i 2s
LW Z BIHANFEEAE . JAHfit_generatoritt, FEIGES
¥rgenerator (#%) . epochs (YNZIEAHHED , LK
steps_per_epoch (FEMEAEIAFTHINGEED « X3NSHEZ IS
PR E . BATE T ZAENRESE b S R AUR, Hik
FEEAESHvalidation data (BGIFEHE LS AN
validation_steps (FEMMECEMAFHIEIELED o &5, ©FEN
BRI —~callbackZ4r ([IVHRED o B RELEIRATA DAL
Zrid PR EREF AR [RIAAME B 1 BELIRATTAT CAF F (9] 8 ok fih
ModelCheckpointStH T. B, PAMELERANIEACH B T G 77 i Kerasts
Mo ARRETERT7-2245 H 7 — ol X EIIZRR A E R~ 9128,
WZRIEA T IAECAS .

HASIEH.7-22  FIA AU G Kerast A I HEAT 1A

epochs = 5

batch_size = 128

model.fit_generator(
generator=generator.generate(batch_size, num_classes),

epochs=epochs, Cmmm DA — N GRIEAE AT 1 2520 2L
steps_per_epoch=generator.get_num_samples() / batch_size, e--- WG

W BIRA kA%, faEMRA ...



validation_data=test _generator.generate( - T EFMIE AR H
TIGE......
batch_size, num_classes),
validation_steps=test generator.get num samples() / batch_size, “---
...... TR AT R AL
callbacks=[
ModelCheckpoint('../checkpoints/small_model_epoch_{epoch}.h5") “---
FERE—NNGIERANE R )G, DRAFRRB B 2
D)
model.evaluate_generator(
generator=test_generator.generate(batch_size, num_classes),
steps=test_generator.get num_samples() / batch_size) e--- BT RIHE

MR E MR, AT

FE, WEREEATH A QB T X B, 7B 7T 58 s e i i 1Y)
). ARAECPU Liafr e, g — AR AT R 6 22 LA/ . 5K
br b, Hldss I EH BB 5 I ENEIE AR 2 R 4. K
I, RIS, MAMrit B I RIGPU L, IF3R1E 52 N
. AHFHGPURM T HFES R IOIER T FH E, 7RG M B, 44E
REDIE — B NEEH . WRIREITHENLEL S 7S E R REFE, A
TensorFlow A] LA 5545 B 5E L85 58 (I GPU |

VAN
=

R AEHGPUHAT LA F 2 ia &, NVIDIA Fr 5 WindowsEX Linux
BE RGN H G- R EEET . HHEMAEE WA AT, HELR
EANN T R L VI EA

IARARAE B CZal AT, B U R I AR, R4



NIRRT T IR 152 F AT RIGitHub S %,

fEcheckpoints H 3 HFAFI 1 5 M B SR, e 1 slE 5 NIl gRik
RS N INGRIAT I — Bt GX YNGR AEH 4%
T ENLICPU LT H), AT RE< ik N SLEDIE K SEARGPURI B -

Epoch 1/5

12288/12288 [==============================] - 14053s 1ls/step - loss: 3.55
14

w - acc: 0.2834 - val loss: 2.5023 - val acc: 0.6669

Epoch 2/5

12288/12288 [==============================] - 158@85 1S/Step - ]_OSS: 9.36
28

w - acc: 0.9174 - val loss: 2.2127 - val acc: 0.8294

Epoch 3/5

12288/12288 [==============================] - 14410s 1ls/step - loss: 0.08
40

w - acc: 0.9791 - val loss: 2.2512 - val acc: 0.8413

Epoch 4/5

12288/12288 [==============================] - 1462@5 1S/Step - ]_OSS: 9.11
13

w - acc: 0.9832 - val loss: 2.2832 - val acc: 0.8415

Epoch 5/5

12288/12288 [==============================] - 186885 Zs/step - ]_OSS: 9.16
47

w - acc: 0.9816 - val loss: 2.2928 - val acc: 0.8461

KEFUER], 7R3 MERENINIZGZ )G, 288 Erit
Ik 5098%, MIAKAE F AR I8 3184%. X5 EH6T Hit5
tDEERiY = SN | B N 5eri R S R MU € o | 2 S PN 0 4
LA PTOGR: M 2z2r 7 LT a3 ok 5 1005 8UR s 7E, 1
HAHE 13402407 . 84% MBS UEMERA 2 2 LA NI = . AN id T Bk,
100JR B R AT AR 2 — MR/NE R S, SO BRI 4 =2 AN 2 Re g (i
R, FATERHETINRF . EIRATN B A TR — % 5w
B F g s RSN, A R 2D E AR5 F R e



2B, EREAEAEBRRAILAE N, BATIE T B S A
BRI 4 . SR6FE 1 F-T T g A s 2 — MR IR 28 205, (HEJF
AR s R B BATIH G R 2k E7.477, BATHR TP E
ORI gt as, LAGERIZRRCR

7.4 1% 50 I8 ) FI AL A gh AT A

S2EEIFE YR [ EA A RN BIE— T, X AR A
RN T B b m A I RRE RS, B4R IRV T30k S U R B 2 32
A B Y SR T . (B A SR 25— BEAL AL R L 3R AT TR A W 2 5 3
Fr, MHUARERESS 1o ERAH WL LR TFRARER T, i ais
BRTCIFARFNN . Frali, JATZ st - wmidds, # 8 5 gmi
N-1, BTSN, RS A0, XA TRILE T RS iEL
. BEARENS HE—MEE, HEtaeil IR I/E 6T T
OnePlaneEncoderf e Tfij 8 |, TR E IR @ w1 KM BEAHLE A
T 2805 S

AT RPN FE R gmid2s . W 7R e A1E T 1 sh4E il
BE 1. BATIRE — 1 2tg 25 ~NSevenPlaneEncoder, ‘B HLL N7 AMEHE
AR . FAFIEE 2 —M9%19%E %, & H iR —H A L

o FHIA-PIH, XHE—BIOCRE L T w1, HA B SN
0;

o UM, FH2ANFEFEIANFI, o AlXA2O8E /D3OSR MAE T, Y
N1,



o HANRHEN T I ARR, EEXAER T, B, el
AT TN 1IE ., 20 B R D3R R T WAL Y1
o It MR ATt A i A BEVE TR RUARIE N L

X R T B 1 XS B S kAT W A gy, XA TR AR
SBOEAT T REAgY, X 0B TEAT. HRE-OSE BT R
— B SR RER A, DI R AN OR T S CHIAR T HR R —
HAMEFRONT2) o TR el IER R 27X VE, it
HUAEWS LA Hyith 1 e R R R . OB A R B R R AT
I, Sebs EATE TGN 7o, sRif VXSS EENE, ok
IR e 1A 2 HE BN E

B Rk INTEE WA BencodersBEH [ 3£ A Encoder2 sk S2 L ix
— 5o BARAETE B 7-23 1 [ ARS PR A7 sevenplane. py XA H

ARASIE .7-23 - FIga A — R - T g S A%

import numpy as np

from dlgo.encoders.base import Encoder
from dlgo.goboard import Move, Point

class SevenPlaneEncoder(Encoder):
def __init_ (self, board_size):
self.board width, self.board_height = board size
self.num_planes = 7

def name(self):
return 'sevenplane'

XA TR R S, Hgn %7 A fCRYiE L7240

N



RIS #.7-24 14 FH SevenPlaneEncoderi i I 4 IR A

def encode(self, game_state):
board tensor = np.zeros(self.shape())
base_plane = {game_state.next_player: 0,
game_state.next_player.other: 3}

for row in range(self.board _height):
for col in range(self.board_width):
p = Point(row=row + 1, col=col + 1)
go_string = game_state.board.get_go string(p)
if go_string is None:
if
game_state.does_move_violate_ko(game_state.next_player,
Move.play(p)):
board_tensor[6][row][col] = 1 e--- K Eh g pr
ZEIEHI BN HEAT i
else:
liberty_plane = min(3, go_string.num_liberties) - 1
liberty plane += base _plane[go_string.color]
board _tensor[liberty plane][row][col] = 1 «-- FH1O
v 2HEGE 2 LA R T E T AT g b

return board_tensor

PATIE T ELSZI ) LA T E B VA A BET AR Encoder P2 3K, 4
AV BL7-25 T 7R o

RIGIE #.7-25  SEB -G gm S 28 BT A oAt i Encoder /7 v

def encode_point(self, point):
return self.board_width * (point.row - 1) + (point.col - 1)

def decode_point_index(self, index):
row = index // self.board width
col = index % self.board_width
return Point(row=row + 1, col=col + 1)

def num_points(self):
return self.board_width * self.board_height

def shape(self):
return self.num_planes, self.board_height, self.board_width




def create(board_size):
return SevenPlaneEncoder(board _size)

BAVEE T M — N mtsas, B ARIBAEGItHub b BT
SevenPlaneEncoder, X&—HA1IMRIEF I ImiDas. B0 Al
PAEAR F5GitHub_I fJencoderstbidk /7 [ simple.py F R 2B, 44
JNSimpleEncoder, ‘BHA W F11/MRFHEH:

o HI4NMFHEFHMAFEL. 2. 3840 BT,

o T RAMHIEFIFIIAF L. 2. 38405 AT

o WEEETHIMIE, WP HIZENL WEREATHEE, N
F10M TR E AL

o )5 — P, ABETH—F, BAIEEGHNMRL,

XA LIS T- 1T G ) 55 U T ) G R 2 S 100, ELBE WA Bt 6348 1 =4 iy
BlE I, S SRER IR B NS A . X P G A s AT AR
K, BEWS o G B A PERE .

TEESTHANE6TH, AT T M 7V 2 Ul B2 IR, (H
FEAE T SEIG A — N EERIG LA FRATT— B AR FH B LA B %
TE RS . BIRSGDREIRLF MEHE, HF—TH N HAdagrad
Adadelta, XA ESER AT LLE 35 i GE I R0

7.5 EH B &ML BAT R R I 25

N TP it BB E A TR RE,  FRATTRE A ZHBENLEREE B
LA ILALE:, EfTERAENM AR AT, RS,



SGDI B H AR M & 5 X TSHwW, WRMNRAERES R REN
AW, FEHIBEFIE Na, WIESGDH, BEHXNSH, REEITHE
W — aAWH[IF],

FEVFZAEDL T, IR SR A s n] LR A 25 R, (He i
FAAEE —EOkIE . BRATAT DUE 2 Ry U0 ) 1 SGDREAT Y R, MM
SR BRI, & B AR RCR .

7.5.1 T1ESGDH K HZZ A5 =

Blan, ks >) REEE R HERL T )l (decay) &AM 2%
RIS o BEREAT — R, IS S SRR, XA 1S L RRGE
RAEE, BOGEINZITIRI B, M IEBA 2R R 00, HIBORHEE
WA B R R B ME R EEACE B o AR I SR ARk B — &
KPS, N A AR Ve, AN A S R AT IE S sk, Pl
BRI B o JEHE R, FATRT PSRN — 2D 4 i 70
) ORI T A IR ZE

AHMRATHE TR ) (momentum) , BRI —NEHILRY

AFT PRI B, WORWRAEENRKNSH A E, oW W
RS WREOL—EHEU, A PP R T

W W —a(qyU + (1 —~ )W)

XH, M EUCE R B By R N2 BT (momentum
term) o WERPIBEEZ A FRSOH R R D7, MR — AP RS



Ha0mse (RDEAEIED 5 WP R EE IR AN ST T, 2 Al
I, ATERS S B . 2 SRR AR B VB A Sy, W R
PR RBCE R A i, ESHEE RN DAER I ERER, S50
EHaiA T ERNIEE . BT EATRIREE R FEER, SR IS
SRR AR B ERAR — IR OET W32 3l & d R 2l R i R
Reo MREJE LR (BERE) D BRER M KRB RI 51, BRARE I
A H A, B R MEAL . B EROR IR AR A IE A o

fEKerasH!, GIREAESGDRIE P KBS EHR, BE E
[FI KA, R 75 M SGDSRBITR AT TR S BRI AT . (R AT &8
SGDI%: 21 % N0.1, FIEN1%, ZEN0%, A4 R LIRS
FL7-26K 48 E -

IS5 #.7-26  {EKeras i F 8l & A1 2% 2] R 2R W] 46 SGD

from keras.optimizers import SGD
sgd = SGD(1r=0.1, momentum=0.9, decay=0.01)

7.5.2 i FH Adagradffift f 2 ¥ 2%

By w2 3] R P B RTEAR AL B SGD I AR ISR 47, (H 2 el
VIRAFAE— 55 . BlanfE AR T, I FREY L F% T LF
HRAEARRE R 5347 ~ 25547 o MARATNORA S B 1T B 24TV T TAE
MHRAR B, GO, AFHRIR 2 T s B itia % . a3k
T A IR B 7 SR, e — F%mﬁfﬂﬁﬁﬁﬁ<w
19x19) MFEPHHEE . X — BRI HON MRS ER—4



R WIREHSGD, M2 LH KA RMANEEZEEA, Prathac
[R5 S e —FE . XA RE = FEURST. AR AR BE I SR N 55
AL, FRERIFEAARCE FE T RZ, UETEXRNEERL 2
17 BB E ISR MR A R 1, a2 WA 2 23
KT kb b, 3RATEE AR UEA WS R IR RES 3RAT 216
R FSEHT, A H 0 A R A 38 ) B RS

X E R4 R W ) AR P R ). M EE e, FRATTAT AR
ARLER A 1 P BB TV BOR . AT JA T reos HeA i A4 J7v,
R Adagradf1Adadelta.

fEAdagrad 75, NRERRFIR. AT EZNENSHRM
R AP KRERE, s b A RARAR A I %,
Adagrad ) TAERCRARHE U o MRATHIN H 5= & S IX A 3K
A RER BB, mH BT LB IS m 2 2%, PLE TR
b NN R bt e SRV T s R A & A B 2 DA SR TF A
o

B — PEFEEW, HRSFON GXBIAT A 3R A ) 2R
W, HEXANSARBENMHATEEHRKEZT) , HhE—Toox
NW;o FEFEASGDH, XTRXESHH P EZow, ULFEAR
o, AU W EEE UG0S Fros .

W; «— W; — adW;

£ Adagrad 5 A, o BB BON R Wi A B SEHTRIROUR BEAS T



WiAT A E R S H . bR b, fEAdagrad 7iEHT, RSB
REZATHERER . FEf, fEAdagraddi ik, TR0
NIRRT AL

k

ﬂ.,fG—-:l

W« W — oW

RN AT, e MR IEE, R ORA 2 IR T4
R, MG N H RN IECE R WP A . BATH G, I, 2
K] DA — I 1 — AN 4N T BEGH —# 0y, XANMERE P
HIXT NG, 2 AT TS RIAE, T ERX A A, HoAh BT T A {E AR
0o P A FEREBAR S AR . SRR S BB 2 5, JEX A3
5 BT RS B DT EME AR DR TG . LA 2 Adagrad 7732 1 4% € S,
EINFEZHE R 5 BRI AR S AN, wf PUZX A4
fi -

k

W — W —
VG +s-O0OW

EE, WNGR R, HILHZLamBRERERS G, ; £k,
I Hath FF ERR DIE MR A G R . LA, G- oWwREKZGFoWw Hi
(] R RE PRy o B AE KerasH 1 F Adagrad, 7 DA HEACRDE H.7-27 K 5w
P/ F Adagrad it 1b 28 (A5 A

RS7E #.7-27 i H Adagrad it 4 25 K4 i Keras i 7

from keras.optimizers import Adagrad
adagrad = Adagrad()




5 HAMSGDH AL, Adagradff)— /N RBEMARAFTEHF3hE
BYART . BFERD T M RERONFE . SRR TN ZER I
SR BT ZHGAT R, @2 MRS 7. Sibr b, mred
FiAdagrad(1r=0.02) R Keras WG 21 K, HAF R IR AE X
FEAL

7.5.3 1§ F] Adadeltaff {1t [ & v K B

A—A% NAdadeltafI AL 2% 5 Adagrad /R AHIL, “E 7E Adagrad i 3%
fifi EHEAT TPy . 7EAdadeltat, TATATE EHEEPEGHEIA R
A B CRPFDD , R R T s R 7, RORE
ERER ), SRR S R AR BN A

G +— G+ (1 — oW

IR Adadeltafr) ELES KB Nk, (B & RIS HLH] -5 R 55 B 58 5T R
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from keras.optimizers import Adadelta
adadelta = Adadelta()
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8.1 FHIREERHZ: W 28 G 2 s A T A TR

WAE, BATCEHERRLT 1 9 BB EE M — A s KA 22 I 25 1) P
AR, AR BB — MU (agent) 1, PAAEFABEE
A . [EIAE— R E3E P Agent S . BATK & SCh—142%, @
isilselect_move 7i%, BN VN HETTERIRSESR F—PafE. &
fITF Keras 8 FIFRATTH BBl AL A i 2% (Encoder) RKdws —
~DeepLearningAgent CXUEACALTHAEdIgotBidlt T FagenttiEi 41 (1]
predict.py SCAFHD , WACASIE HL8- 17w

ARSI 58-1 A FH Keras 5 8 M1 | LA A 4 AL 5 ) 4R A0 A R

import numpy as np

from dlgo.agent.base import Agent

from dlgo.agent.helpers import is_point_an_eye
from dlgo import encoders

from dlgo import goboard

from dlgo import kerasutil

class DeepLearningAgent(Agent):
def _init_(self, model, encoder):
Agent. init (self)
self.model = model
self.encoder = encoder

I s FUORRs LA IR S R OV RRIE, BR300 — D ahfE. s
b b, ARSI A RESIE R A, 2R IR 4G
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def predict(self, game_state):
encoded_state = self.encoder.encode(game_state)
input_tensor = np.array([encoded_state])
return self.model.predict(input_tensor)[0]

def select move(self, game_state):
num_moves = self.encoder.board_width * self.encoder.board_height
move_probs = self.predict(game_state)

B RO B — R fEmove_probs I IIHER > 4, InACHS S
B8-37n . HAGTHR A ERIALYT, KIEEE 0] 58 B A AT B 1 5
NHIBNVEZ BRI EE B o FRANTAY B2 AT e 2 Mk Bl I I B . SR e H—
AMFRNETHE Cclipping) BIHT5 KRBT BB EREZR S T 0mli1. & X
—MR/NHIIE{Ee = 0.000 001, F¥E /N TeIMRE R Ne, KT
1-eIERME W N 1-e. BJa NPT 45 FRAEIEAT H— AL A0 3, F RS 2]—
MR AT

fRADIF H.8-3  XMER AT REAT AR BYSR, JRRHKEEAT IR

move_probs = move_probs ** 3 e--- AT REMEECK AN N B AR 2 TH]

1) 2 B

eps = le-6

move_probs = np.clip(move probs, eps, 1 - eps) e---  BH13hEN
g FHresi1

move_probs = move_probs / np.sum(move_probs) e---  FHx#iTH—

ALEE, 132055 — MR A

(HOXANAZ ) B =2 MR S TR R XA o A b g AT i ie, - anf ey
A H8-AF7N . R AMAT I ME A FE, T BBk n] e iR
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candidates = np.arange(num_moves) e---  BMERIREHAN—NE T
BhESIER
ranked_moves = np.random.choice(
candidates, num_moves, replace=False, p=move_probs) “---
XA AR 1k B F AT il A
for point_idx in ranked_moves:
point = self.encoder.decode_point_index(point_idx)
if game state.is_valid move(goboard.Move.play(point)) and \
not is_point_an_eye(game_state.board, point,
game_state.next_player): e--- M Fas, RE—NAS FEERED A
%1
return goboard.Move.play(point)
return goboard.Move.pass_turn() e---  WRTBFRIASHEZHE
e, Wk Rk AT ml A

RNITER W, 7B ANAFiEDeepLearningAgent )L, LA
fEAH 5 AT AR SRECE . SEBe SR G Blg . INGRIF — MR = S i Y
HouetlgE— M, R ERFAL. ZEREARZ], EFREHX
MR SS BN, K R P IR AT R, XA AT AR AL
AR L Z 038 1 BT P IR, a] DR HIKerasH 414k
1% Kerast BUERF AL AEEAEHDFS SO, X 72 — P L) 7 51
kg . HDFS SR &5 RIGHIIE AL (group) , RILAH TA#fE (5
& (meta-information) B{Z04 (data) . fEfilKerasti B4 # n] Lim i i
Fimodel.save("model_path.h5" ) ¥ HEARRETY (G FE LS Y 255 B2 ) AT
ERTANE) K AL R A S Fmodel_path.h5H1 . 224§ F{Keras
FEAMTIRE, R 5222 PythonZEhSpy U], AT LUM# Hpip install
hSpy k23 E .
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def serialize(self, h5file):
h5file.create_group('encoder")
h5file[ 'encoder'].attrs['name’'] = self.encoder.name()
h5file[ 'encoder'].attrs['board _width'] = self.encoder.board width
h5file[ 'encoder'].attrs['board_height'] = self.encoder.board_heigh

h5file.create_group('model")
kerasutil.save _model to hdf5 group(self.model, h5file[ 'model’'])

G, TEEMAERF ML JG, & 75 BE0E e WHDF5 SCAF A
InaEs Ay, anAhE I H.8-6 7
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def load_prediction_agent(h5file):
model = kerasutil.load_model_from_hdf5_group(h5file[ 'model’])
encoder_name = h5file['encoder'].attrs['name’]
if not isinstance(encoder _name, str):
encoder_name = encoder name.decode('ascii')
board_width = h5file[ 'encoder'].attrs['board_width']
board _height = h5file['encoder'].attrs[ 'board_height']
encoder = encoders.get _encoder_by name(
encoder_name, (board_width, board_height))
return DeepLearningAgent(model, encoder)
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EARTH, FRATE DeepLearningAgents s —/NPythonJWeb
H, CMEEWebH AT E . JRAMEHEE R FlaskfE, EidHTTP
RABATARH S . P WG 28 A A58 — 1> 44 Njgoboard ] JavaScript 7 >k &2
IALAS AR . X B AT LAZE GitHub 45 2 1) dlgo H 1Y
httpfrontend B 4R F] . X BIRATAT HIFAH DR IX B,  BIAIRAT
ANAEFE T R A 222 PRI R AT A% 00 32 UG 4 21 s H o AhiE 5 (WIHTMLER,
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HAT—1 k. HTTP POSTi&K % 1% Flask Rz f xtPOSTi# K ffFg
K TR . HH#iE—GameState TR .
POST /select-move/bot-name /
AR Flask i
select_move()
Agent3f

‘\

AgentSfFliEFE— & FahE.

K8-1 HEERIHEALAS AWebHi . httpfrontendf3k 5 5)—>Flask Weblk %525, ‘& 11 51 fifthd
HTTP R IFALIB L — N2 A HIHLAE NAREE. FEM a2,  JE T jgoboard 1) %5 F i id ik
HTTP 5 IR 55 4% 1815

TSR 22 httpfrontend R 145 M), w2 & B — >4 Huserver.py i X
i, B —AMALE . OB SE &I T ikget_web_app, R LU EI15
BT BT HIWeb N H o« ARIDIE §.8-7 1 7R ] 7 1 an s
Hlget_web_app & EHLALE NFHH 5 2% RS -
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from dlgo.agent.naive import RandomBot
from dlgo.httpfrontend.server import get web_app

random_agent = RandomBot()
web_app = get _web_app({'random': random_agent})
web_app.run()

BTN RBIFER, ¥ fElocalhost (127.0.0.1) _EJA3I— 1 "Webfk
55, WiV 15000, X H5EFlask A 48 H AOER A3 1o KR 4 44
“ArandomfJRandomBotFEALAL s A MmN i 2 SC 44 Jehetpfrontend H Y
HTML 3 ffplay_random_99.html. XU <{E G — AN EIBHE, JHe
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Engine: random bot (chapter 3)
new game
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play_predict_19.htmI 3 LA ) — AN alm . X ~WebRlin 5 — 1% A
predictPJHLEs AXHE, AT CARSRIEAT 199 628, Rk, iRk
1T FH Kerasti 48 P 28 B RSN Zk B AL B , 50 — > [T AR 45 4 L) 25 <2491
encoder, A] LG — MRS flagent = De
epLearningAgent(model, encoder), #RJE¥ e M E]— 4 Webi
HH——web_app = get_web_app({'predict': agent}), ZJGHir
PLiE FHweb_app.run()B3E T .
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import h5py

from keras.models import Sequential
from keras.layers import Dense

from dlgo.agent.predict import DeeplLearningAgent, load_prediction_agent
from dlgo.data.parallel processor import GoDataProcessor

from dlgo.encoders.sevenplane import SevenPlaneEncoder

from dlgo.httpfrontend import get web_app

from dlgo.networks import large

go_board_rows, go _board cols = 19, 19

nb_classes = go_board rows * go board cols

encoder = SevenPlaneEncoder((go_board_rows, go_board_cols))
processor = GoDataProcessor(encoder=encoder.name())

X, y = processor.load_go data(num_samples=100)
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input_shape = (encoder.num_planes, go_board rows, go board _cols)
model = Sequential()
network_layers = large.layers(input_shape)
for layer in network_layers:
model.add(layer)
model.add(Dense(nb_classes, activation='softmax'))
model.compile(loss="categorical_crossentropy', optimizer='adadelta’,
metrics=['accuracy'])

model.fit(X, y, batch size=128, epochs=20, verbose=1)




R GG, U EelE— N2 N, AT NHDFES
A, WA TS #8-10 TR

RIS H8-10 B H4F A4k —"DeepLearningAgent

deep_learning bot = DeeplLearningAgent(model, encoder)
deep_learning_bot.serialize("../agents/deep_bot.h5")

wJE, MWXAFFInENIEs N, R ERMtZaWeb N . AR TE
8-11F17R

RIS H8-11  KHLES NINERAAALE, FFAEWeb B ] o 7

model file = h5py.File("../agents/deep_bot.h5", "r")
bot from file = load prediction_agent(model file)

web_app = get_web_app({'predict’': bot_from_file})
web_app.run()

2R, R AT E A NG T — N Krles N, ARG —2
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8.4 SIHAMMLES AN 1. FEAHSCARPMY

8.2 WA T AR LS AHESR B B — I~ Web i . v 1§ F)1X —
L BAUEHHESCARER ML (HTTP) RAFENLZE N5 N T2 ]
IS, THTTPRWebB RO L —. A T #EREE L, K
MIFFRE AW TP S, 1A — DAL 1 B SEBE — H AR
FRAT . NAHLE NS Z 2 i AL s (E 3L FTE =, BT BE =
XA

Bl SCA MY (Go Text Protocol, GTP) &t Fi %3t 1 Bl A AR 45 7%
FRIEET & E AN BRI SCARE . V2 BRI A T
GTP. ATEM/REINHAGTP, AT FHPythonSLIZ P ) — &R,
A XA LI AL a5 N HAR FERRAR PP A7 X0 2% .

TEMRCH, AT W% HEGNU GoFlPachiix ¥~ F 1 [
AR . EATVLPFEH TIra RRIERG . ATEBEEX PR
F, TCUSFIRIZ I RT A RS B2 7o AT EARATHT NG, T
NEBERRAGAT TR, MR CL%H TGNU Go, AJLLEIEIT T
T GTPR TR JE 3 e

gnugo --mode gtp

AT LAE XA TR RGTPE W TAE/ . GTPRE T ¢
AP, REIRATTAT DL E B e B\ A 2 - H 4 Enter B . #1401, Bk
B —PoxoH#, TILLEE Aboardsize 9. GNU GoX¥<xik [A]—/ M



R, FaiAar % CIEWHAT . BRI GTP A & #R il &k — AN AR5
=TT BRI N, 1 2R UCER) i 2 T 249 21 2 TSk UM B o BEAG 75 5 i AR A
A, ATBAKR Hdr4 showboard, FITIAE—FE, ERKSITEIH —N2H
Ox9RL AL .

TESEhRM R i AR E A M : genmoveMliplay. #—
4 genmove | T-IMIGTPHLES N K A —F3% FshEMiIER . GTPHL
ar NI W E N B XA SEIAT 218 B S 4E4 SRS F . XM
Mo T/ E N SEERIENTHIE: Broa+. Flm, 24
AN 5 %% T VE I N H BIGNU Gof##E F, ] LLEE A genmove
white. X&fiik — AR, U= C4, F/RGNU GofEZX A4
(=) , HAHECARTE R —FAT. GTPSCFFALAE kbR 52 fIsE3 %
AR ]

A NHREMIUEM R4 Eplay. XAy 4 2@ AGTPHLEE A
A e —B . #ilan, AT LA JRFGNU Godkfi 1A e K thiplay
black DAKAEDA L& TRET, MERKRE—D=KFHIAZX DL 2
P ALES NHEAT XGRS, BT KX Jr genmove T — AN 8h1E, 24
JEAE B S AL Eplay BB M A E . XNRAERE, HIHSE
BATERE TIRZ AT . — N BGTPE F WG 75 B AR 2 HoAth i iy
L, Bk B BRI R B E AT ORI . a0 R X GTPHI A A 2%
B, 2T L2 EGNU GoAE RS . WS 2, A genmove
playf & O & B WL IRA TR 2 M4 N5 GNU GoAlPachiXt 5§ 1 .



BATAT LAFE digotsE b il i — N 44 A gtp I FIEHUOR A FEGTP,  Jf &/
PeRATHIAgent EE, DU E AT DL AN SOk 22 # [l A B0 o 52 m]
PS4k 2 7 5 AR & TP I SEBARES, (HR MARETFGR, @V HE E
PR HIRANAEGitHub BB, RS H & A2 dlgo/gtp.

oo, ERNIERUE XGTPy %, WAILIE #8-12 . 2 H
BRSE b, B —NFs5, DR a2 5eis S
IEFHICES . IXANFH 52 0L, WAl LLENone, XTFRATK UL, GTP
mR TS, A2 SHAHR . RATAT LR AN E X
JUAE gtpAE Bt 77 [ command. py SCAF A .

A% #.8-12  GTPir 4 [IPython s Hi

class Command:

def init (self, sequence, name, args):
self.sequence = sequence
self.name = name
self.args = tuple(args)

def eq_ (self, other):

return self.sequence == other.sequence and \
self.name == other.name and \
self.args == other.args

def _ repr__(self):
return 'Command(%r, %r, %r)' % (self.sequence, self.name, self.arg

def _ str_ (self):
return repr(self)

PR R ENG ay AT BSOS N AT 9 — > Command SE41 . 451
U, 999 play white DAf#EHTZ J5 N 2152 |Command (999, 'play’,



('white', 'D4')). SZIXANITIREN EKEparsetnifLidig H.8-13F
7N, WHAE command.py XA

AL H8-13  MAli CA T T GTP A 2

def parse(command_string):
pieces = command_string.split()

try:
sequence = int(pieces[@]) e---  GTPWANIHE NS HEIEN TS5
pieces = pieces[1l:]
except ValueError: c---  WRICARRIF RIS AR T, WERRZANmLERA
¥ 315

sequence = None
name, args = pieces[0@], pieces[1:]
return Command(sequence, name, args)

HATHIRI 2 ¥iid, GTPALRbREHRERT TR RH), I GTPAL
P yBoard B AL AL AR I It FE R I FE AR ARG 7 5 . FRATT AT LATE gtphsd
HYeftiboard.py SCHF R MR R, F T AR B FIAR A B 2 A
T8, WARASTE 8-14 117K

S5 H.8-14  EGTPALFRAI P S PointZE Y 2 [A)FH B 54

from dlgo.gotypes import Point
from dlgo.goboard_fast import Move

def coords_to_gtp position(move):
point = move.point
return COLS[point.col - 1] + str(point.row)

def gtp_position_to coords(gtp_position):
col str, row str = gtp position[@], gtp position[1l:]
point = Point(int(row str), COLS.find(col str.upper()) + 1)
return Move(point)

8.5 1EARHL S HAMHL A AXTZE



BUERAT DX GTPRIEERLANIRAT B il # TR AT LAE BT A
MBI TAE 1o FATREZ DR RImENLEE N, JFiLE 5GNU Go
oPachi#t 17 xf 458 . ANLAEIX 2 /T, AT ZSLMoR— D EOR A, R
BLae N L2 o] i Bk I [ 5 m oA A 1 ) A

8.5.1 HLax ANz AR i Bk [] & Bl ih A

TERZES, REZFIVGS NERINER A LB/ L. %8 H
AT 720 s Nl R S id B ST s R B ER [EI N, (B IX X EE 3%
WAL IF R At, JUHAE O U7 R ARERE RNk o X I iz Bk ad [B] 5 5L
REPAN T RE S E kR, RIUIRATR ZH N — 200 R eg . B
fig A i el s N BRI AL, SR 13T 145, FATH I
R K7 IR, BN XA RIS AT B2 G H 1T (R
PLAES AR RE 103 27 SR FI W L A B R RS, I A 4 I fige i
EEZIEMED o HEEHRTM S, XS5 KBSk 218 H I,
B REAEI B LA NS H A F e A AR T R IEEH

BAITAT LA dlgotBi 8 T Hagent T8 f i 37—~ 44 Atermination.py
S, JHFE SRS #8-15F i TerminationStrategy s, X2k
AT 55 72 DUE A2 I iR BBk ok [ - Bl W A 1 B E—— DR O AE BRI
LR, plas Akim A 2Bk [R5 B0A g .

ARSI #.8-15 ARG 5 YRHLAS N AT 128 IR

from dlgo import goboard
from dlgo.agent.base import Agent



from dlgo import scoring
class TerminationStrategy:

def init (self):
pass

def should pass(self, game_state):
return False

def should_resign(self, game_state):
return False

FATTRT LA FH — A 17 B 1 J5 A 2R U R A e 2 L ERR R O IRF AL s 25008
B (Al S, FATT B EE (AR TE E8-16 78D o XA T IEIKA
T FE AT B R, EENE KSR AR JFE
£ 5GNU GoMlPachiXJZER, XA AEH & H .

RIS H8-16 Xty Bk &1, 7 kit &

class PassWhenOpponentPasses(TerminationStrategy):

def should pass(self, game_state):
if game_state.last move is not None:
return True if game_state.last_move.is_pass else False

def get(termination):
if termination == 'opponent_passes':
return PassWhenOpponentPasses()
else:
raise ValueError("Unsupported termination strategy: {}"
.format(termination))

fEtermination.py LA H, S b2 KI5 — MR
NResignlLargeMargin(fsl& . %5 1 LEFR VY o Bod =i, XA
Mg e RATTE TH*EHijF%’%UEI’JﬁH% HiFI0E, RAHS
A DLE T AL #5777 >3 SR 428 M X0 X L8 SR F A o




e, EALPLES N AT A B X2, 7R E 4G Agent SE L & —
TerminationStrategySEfil, DUEAEIE 4 BB e BBk Bl 4ok
ZbM R, WARIEIE B8-1778 . IX P TerminationAgent it
termination.py 3 .

ARRSIE #1.8-17 R AR SN & A g 3k ok

class TerminationAgent(Agent):

def init (self, agent, strategy=None):
Agent._ _init__ (self)
self.agent = agent
self.strategy = strategy if strategy is not None \
else TerminationStrategy()

def select_move(self, game_state):
if self.strategy.should pass(game_state):
return goboard.Move.pass_turn()
elif self.strategy.should_resign(game_state):
return goboard.Move.resign()
else:

return self.agent.select move(game_state)

8.5.2 ibALas N5 H At FIHIRE FP HEAT X 5%

TEIL T AR INIRZ J5, BLAE AT DALE FEIARATL 28 N\ 5 AR gk
ATHEE T . fEgtpiiEfiplay_local.py U B n] LAFR B — AN HIA, "B REHS
?:EHL%"%/\—‘%GNU GoBlPachiZ [AJFF J& — Rt 8. N RBANINLER) T

EAITE, — PSS AR AN, S $8-18 7R .

RASIHH8-18  AHINLES NS TR P A

import subprocess
import re



import h5py

from dlgo.agent.predict import load_prediction_agent

from dlgo.agent.termination import PassWhenOpponentPasses, TerminationAgen
t

from dlgo.goboard_fast import GameState, Move

from dlgo.gotypes import Player

from dlgo.gtp.board import gtp position_to_coords, coords to_gtp position
from dlgo.gtp.utils import SGFWriter

from dlgo.utils import print_board

from dlgo.scoring import compute_game_result

FHESNEAT, BRSGFWriterz 4h, HAhiEE R 24 #R1H 24
Ao SGFWriterjZdlgo.gtp.utilstEH i i —AN T HI, EF LUREEH)R
IREREE, FHAEBLR SRS NSGF X4

BEHIAA AR IZ AT 28 LocalGtpBot, TR NIt —MRE IR
PR — ARG . AL, JE T DAHRE LE A H LA ZRIRN T o 3%
SR Lk Frgnugosipachi. LocalGtpBot ¥ HeAl 1k £ %t FFE 1k
NFHREES), ZENEE NS FRT 2 R GTPHTEE, Wik
1515 BA8-19FT 7K

HASIEH.8-19 R — AT a, THRMMILEE A Z E KX 2R

class LocalGtpBot:

def __init_ (self, go_bot, termination=None, handicap=0,
opponent="gnugo', output_sgf="out.sgf",
our_color='b"'):
self.bot = TerminationAgent(go_bot, termination) «--- H—"A
T S A) F— A 2225 SR WS SR AT UG AL L 28\ 52451
self.handicap = handicap
self._stopped = False -- MRERBIFEs-E#TTE BHIH T

IERLR A 4R
self.game_state = GameState.new_game(19)
self.sgf = SGFWriter(output_sgf) e--- MREERZE, BEEMIET

il 148 7 [1SGF % A




self.our_color = Player.black if our_color == 'b' else Player.whit
self.their_color = self.our_color.other

cmd = self.opponent_cmd(opponent) «--- XIFTEGNU GoEliPachiM#
A e — A
pipe = subprocess.PIPE
self.gtp stream = subprocess.Popen(
cmd, stdin=pipe, stdout=pipe e--- A LME AT AT RS ANGT

P4
)
@staticmethod
def opponent_cmd(opponent):
if opponent == 'gnugo':
return ["gnugo", "--mode", "gtp"]
elif opponent == 'pachi’:
return ["pachi"]
else:

raise ValueError("Unknown bot name {}".format(opponent))

XA T HAHE ) — A~ F 2 715 /& command_and_response, Efi
RIE—NGTPr Y, FFZEAT 2 BN, WAL H.8-20 17K

OHLTE #8-20  KIEGTPAr 2 I

def send_command(self, cmd):
self.gtp stream.stdin.write(cmd.encode('utf-8'))

def get_response(self):
succeeded = False
result = "'
while not succeeded:
line = self.gtp_stream.stdout.readline()
if line[@] == '=':
succeeded = True
line = line.strip()
result = re.sub('?= ?', "', line)
return result

def command_and _response(self, cmd):
self.send command(cmd)
return self.get_response()




BEAT — AR ZEH TARRAR W CRARSZIACHS anfRADi5 §18-21
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(1) fFHGTPir & boardsize kg @A R~ BTIRATHIIE
FEZ SN2 N R BEIEEC19x 198 AL, R/ IX BLIRATT R e - IX N R ~F
AL A

(2) i set_handicap HiE B A& TFHH .
(3) fHplay HiE R — RxgE.

(4) Ptk R A7 NSGF X

ARG 8.8-21  WEME, JFzhltE, 10O BHT3E, i A E BT IC 5

def run(self):
self.command_and_response("boardsize 19\n")
self.set handicap()
self.play()
self.sgf.write_sgf()

def set _handicap(self):
if self.handicap ==
self.command_and_response("komi 7.5\n")
self.sgf.append("KM[7.5]\n")
else:
stones = self.command_and response("fixed handicap
{}\n".format(self.handicap))
sgf _handicap = "HA[{}]AB".format(self.handicap)
for pos in stones.split(" "):
move = gtp_position_to_coords(pos)
self.game_state = self.game_state.apply move(move)
sgf _handicap = sgf_handicap + "[" +
self.sgf.coordinates(move) + "]"
self.sgf.append(sgf_handicap + "\n")




XIZRH S AR Tl B REXU A IR 20k, stib i TR
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RIGIHR8-22  H— T KA MR E S, BURSE R T

def play(self):
while not self._stopped:

if self.game_state.next_player == self.our_color:
self.play our_move()

else:
self.play_their_move()

print(chr(27) + "[23"]

print_board(self.game_state.board)

print("Estimated result: ")

print(compute_game_result(self.game_state))

ZHENLaS N T —2L, HRARE R HIER, ZEREH
Hselect_moveRAE—Fi5TaME, FREXAIENH BB L, &
EWIEXA R ERGTPA& R, FERIERGSRTT, an UL H.8-23 K.
FEh, T E R RS AN R s VR AT R R AL B

A%iE H.8-23 LAy N HHERAER — T TaifE, JHRIENGTPR

def play_our_move(self):
move = self.bot.select_move(self.game_state)
self.game_state = self.game_state.apply move(move)

our_name = self.our_color.name
our_letter = our_name[@].upper()
sgf move = ""
if move.is_pass:

self.command_and_response("play {} pass\n".format(our_name))
elif move.is_resign:

self.command_and_response("play {} resign\n".format(our_name))
else:




pos = coords_to_gtp_position(move)
self.command_and_response("play {} {}\n".format(our_name, pos)

sgf move = self.sgf.coordinates(move)
self.sgf.append(";{}[{}]\n".format(our_letter, sgf move))

MELEXG T —28, RSG5 )7 P — PR . H%
ELSRGNU GoakPachiilligenmove KA Rl — LM, SR JE Mt e iR Bl 1)
GTPWi N, FEHH Ry — DN RATHINLES N REBEIIBh1E, WifAgiE #.8-24
FiR. Ba, ETHREAER TN eon 77 #R ik 5] & ) e 2 BB .
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def play_their_move(self):
their_name = self.their _color.name
their_letter = their_name[@].upper()

pos = self.command_and_response("genmove {}\n".format(their_name))
if pos.lower() == 'resign':
self.game_state = self.game_state.apply_move(Move.resign())
self. stopped = True
elif pos.lower() == 'pass':
self.game state = self.game state.apply move(Move.pass_turn())
self.sgf.append(";{}[]\n".format(their_letter))
if self.game_state.last _move.is_pass:
self. stopped = True
else:
move = gtp_position_to_coords(pos)
self.game_state = self.game_state.apply_move(move)
self.sgf.append(";{}[{}]\n".format(their_letter,
w self.sgf.coordinates(move)))

X FE#E A play_local.py ) SEIER 5E % 1o FHACHSTE B.8-25H 4 AL
KA

RIS #.8-25  iLM12% A\ SPachidh47 X4 2%

from dlgo.gtp.play_local import LocalGtpBot
from dlgo.agent.termination import PassWhenOpponentPasses



from dlgo.agent.predict import load_prediction_agent
import h5py

bot = load_prediction_agent(h5py.File("../agents/betago.hdf5", "r"))

gtp_bot = LocalGtpBot(go_bot=bot, termination=PassWhenOpponentPasses(),
handicap=0, opponent='pachi’)

gtp _bot.run()
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‘class Response:



def init (self, status, body):
self.success = status
self.body = body

def success(body=""): - KE—ANRIREINIGTPIE B, AL 75 i B A4
return Response(status=True, body=body)
def error(body="'"): e---  ME—NRRERIGTPIA N
return Response(status=False, body=body)
def bool_response(boolean): «---  HPythonJA /KA F5 # NGTPIH &
return success('true') if boolean is True else success('false')
def serialize(gtp_command, gtp_response): «--- K —AGTPH BRI —"
TR

return "{}{} {}\n\n'.format(
'=' if gtp response.success else '?’',
' if gtp_command.sequence is None else str(gtp_command.sequence),

gtp_response.body

XA, fa B I —AMESS A SCIATT I FE28GTPFrontend .
XA RN gipBidie i 1 front.py XA . 1 56 T EEARAD I #.8-27 Ffr
P AIER], AFERHgtpBitficommandfiresponse.

RA%E #.8-27  GTPH % I Python & N iEF]

import sys

from dlgo.gtp import command, response

from dlgo.gtp.board import gtp position_to_coords, coords to_gtp position
from dlgo.goboard fast import GameState, Move

from dlgo.agent.termination import TerminationAgent

from dlgo.utils import print_board

BEYIIEGTPRI M, 5 48 — N Agent A H S Fl— 4N 1] 1% i) &
FEIRHS . #EGTPFrontend &S24 — N7 8L, FRAFCE A IGTP
HE, WARLEH8-28 7~ . IXEGTPEHM:, HffplayZEs Wi, 4
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REDIE #.8-28 451k GTPFrontend, & X GTPIH{f4bFH 5%

HANDICAP_STONES = {

}

2:

O ooNOYUVT bW

['D4', 'Q16'],

['D4', 'Q16', 'D16'],

['D4", 'Ql6', 'D16', 'Q4'l,

['D4', 'Ql6', 'D16', 'Q4', 'K1@'],

['D4', 'Q16', 'D16', 'Q4', 'Dl10', 'Qle'],

['D4', 'Q16', 'D16', 'Q4', 'Dl@', 'Qle', 'Kie'],

['D4', 'Ql6', 'D16', 'Q4', 'Dl@', 'Qle', 'K4', 'K16'],

['D4', 'Q16', 'D16', 'Q4', 'Di1e', 'Ql@', 'K4', 'Kile', 'K1e'],

class GTPFrontend:

def init (self, termination_agent, termination=None):

self.agent = termination_agent
self.game_state = GameState.new_game(19)
self. input = sys.stdin

self. output = sys.stdout

self. stopped False

self.handlers = {
'boardsize': self.handle boardsize,
‘clear _board': self.handle clear_board,
'fixed_handicap': self.handle_fixed_handicap,
'genmove': self.handle_genmove,
"known_command': self.handle_known_command,
'komi': self.ignore,
"showboard': self.handle_showboard,
"time_settings': self.ignore,
"time_left': self.ignore,
'play': self.handle play,
"protocol_version': self.handle_protocol_version,
'quit': self.handle_quit,

AR FHASIE 51.8-29 1 I run 7 iEJT R AL R, B R AN Wt 32 Y
GTPAF %, FFRFIX Ay &5 AN A AL BEES, X R process

JiiR e AL




FRRSIE H1.8-29  ELRIALR AL Z AT, Al 2 ANt M A A i T 4

def run(self):
while not self. stopped:
input_line = self. input.readline().strip()
cmd = command.parse(input_line)
resp = self.process(cmd)
self. output.write(response.serialize(cmd, resp))
self. output.flush()

def process(self, cmd):
handler = self.handlers.get(cmd.name, self.handle_unknown)
return handler(*cmd.args)

T LS BN ZGTPFrontend T & N GTPAT 2 IH AL FR 2T,
RALTE H.8-30 @ 7~ T Ho B B B3 N 2 M2 Hl, HAh i N B G S %
A IGitHub S FEE

ARSI 51.8-30  GTP i i - 5 2 1 J LA S i 7 ) S I

def handle_play(self, color, move):

if move.lower() == 'pass':

self.game_state = self.game_state.apply_move(Move.pass_turn())
elif move.lower() == 'resign':

self.game_state = self.game_state.apply_move(Move.resign())

else:
self.game_state =
self.game_state.apply move(gtp position_to_ coords(move))
return response.success()

def handle_genmove(self, color):
move = self.agent.select move(self.game state)
self.game_state = self.game_state.apply_move(move)
if move.is_pass:
return response.success('pass')
if move.is resign:
return response.success('resign')
return response.success(coords_to_gtp position(move))

def handle_fixed handicap(self, nstones):
nstones = int(nstones)
for stone in HANDICAP_STONES[nstones]:




self.game_state = self.game_state.apply_move(
gtp_position_to_coords(stone))
return response.success()

PAER] DL — AN A Ay 24T S8 8hIX ANGTPHI I 1, WARASIE 8-
31HT7~ o

RIS7E #8-31  Man 24T/ 8)GTPH:

from dlgo.gtp import GTPFrontend

from dlgo.agent.predict import load_prediction_agent
from dlgo.agent import termination

import h5py

model file = h5py.File("agents/betago.hdf5", "r")

agent = load_prediction_agent(model file)

strategy = termination.get("opponent_passes")

termination_agent = termination.TerminationAgent(agent, strategy)

frontend = GTPFrontend(termination_agent)
frontend.run()
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(Reinforcement Learning, RL) EFKIIAE 1. fEmiL >, FRATIERE
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sALEE 2 H R AR rl Re 285 A 2K A BARRIIE oL,
117 S ACEE RE AL B AR EE B3R R SR

B, EEALES NS — R B R E, AR RLES, ©
A B A R R — [l LSRR 4 R . IR SRR AR Oy e 1 28 56

(experience)

Rk, RIEHLEE AL B IR R RN AE R K IIZE, HEHE
AT N XA TR T 6 T M 75 i IR AR 2 N 4 1 5. 54
TR AR, AR N E 5 ST X FE R IS T R, IRk
D EAE RIS BT o3 o W GRRIE R A HLh i ARG 3R]
2 AL RAVEME SUREE AT N, DMEHAT ISR . HIRZ 5L LU
B — g, APSTTRHABA: ARTMELI0F S, FATR BT
% (policy gradient) FiEHRAH; fEFE11EH, FATHTRQY
(Q-learning) #i%; HE12FAMGA A7 H1-11 40 (actor-critic) Hi%.
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i HAEAWII R priff ke, 5~ — R R RSB RAEM KR,
FE LA [ RIS, AT R B S T VR AR 2 56l 70 9 ST 3 . o,
—A BT NELIE TS NS B I5 R R . JATTR] BLARIME
Ream At > N FIX S, (ERAERATT R B, A USRI i AR
AKXy, il BAAS 5 fa 5
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BEAN—NHTHPIRES, AR HOR T Pk #1047 3 LLEA BT T R A2 1
M AR EN . EREBEZ S, Al — MR (RPIRES) , JFiEs
—NEERETEME (RT3 o AR EAREER F—EE (BIF
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F2HNHPRES (EEDIRZS) kX M ATs) (HIEER%E T30 o E— DI (Bl—f
SEMLLIE) 4R, ER8—mIGR, DRRZBIES T Hir. EAEH R H& IR0,
DALt R 7 AR A B AR A+ 1

RS RS — MRF IR IGO0 B AT B WSOR AT R AR T e &5 R —
USRI o WOR R A A A] fe—— R BRI, AN o0 O Ry il 72
PR KA T4 AEHAR RS, WOR AT BE S 7 iR . R iE AL
RERILPFFIER (Scrabble) o FANEIEHATES P — > Himl I 5R45
TG B RN PR A RGO, AT UIEABRAG R 70 5
PEIEWGER, BX FRE ) BOEAEGR. X, N TR LI5S
—HIIZREATR, TR AL R RAT 31 e #RREAS 2 — /Nl ISR

TR S P — ARG, B — AT S AT RE S EIR A Z R 1Y
AR RIGR . BR—T, CHEHHIERE3SREE, M7 — R
HEWIIBE, ZJRAES20008 G 3R M . KRB 2 A 2 /0F — 7
BT TR TS R I . BRATLA AR SR 7 VAR il Ak i 24 Wi
RIREE P RIEIE . FATHEREAEIEANAT B Z )5 P BB AR K2 AR
NIRIATHNE R (return) o EHE—XATAIH) AR, T 2R QERAE
RATHZ A BIM P R 2k, —ERIMBAMINARRE, 0
PR F9-1 s o IX A (SOt U W SRATT I AN RE 32 HiT 75 R0 B AR e 2 3 2L
THipi. FAMETHER S V2 AEE, Abekn#shyy, s AR T2
HU LIRS IIATE] o

ARRSIE 5.9-1  THEATAIA [Hl R

for exp_idx in range(exp_length):
total_return[exp_idx] = reward[exp_idx] «--- reward[i]RMHETSI
2 Ja LRI RERE T 2 R



for future_reward_idx in range(exp_idx + 1, exp_length): e---  THEH
i i AR BT TR, 8 e AT n 21 el 4 o

total_return[exp_idx] += reward[future_reward_idx]

KAMBRBIFAGEH T A F . B ES REHFi RsB. ZE 1]
BT P Al RE 2 B3 M S Sy, BNt — M IR R X
RE RO, HRIREEEM—DRENTHES SR V1L, ERRAEE
F3MEE T 2R 20 B S/ AW, v AR TR P ERIEIX A
B, Al LBON TSR IMT S R AR BIER IIBURT. 47 2l A5 B A
SN, IXEARSR R B 2 L I SCER SR /N

XFPEIGFR NI ST 9T (discounting) .« ARISTE FR9-2 7~ 1 anfaf it
BRI RE . XD, B MTIISR A RS N —
BATEIARWGR . BHE T —2ATs R R H75% 17, B
JE IR R 75% x 75%~56%, LALZEHE. X Hik#FER75% A & — R
i, FIEIEA B4 F0 2 W T B A B (R E . B A E ]
RE 77 L3 AT 2 US4 REFR F

RIGTEH9-2  HHEFrnEHK

for exp_idx in range(exp_length):
discounted_return[exp_idx] = reward[exp_idx]
discount_amount = 0.75
for future_reward_idx in range(exp_idx + 1, exp_length):
discounted_return[exp_idx] +=
discount_amount * reward[future_reward idx]
discount_amount *= 0.75 e---  [FHEEEFHBTIERBIZ, discount_
amount 23X AR TR /)

FER S AR 5, ME—R) REAISGR A0 IEA B R . iXmt ik
FATET S ER AR T OE — 265842 SERATHAREESRAGHERIRS iy



K HIEEANMT B ARG +1 ORIk T AR ER M, AT B AT [k
B -1,

9.3 3 — B 1 rARH

sl 5 I TR R s 3 Y FE L ATE A SR R A B RE AR, 1 A BE L
BE—A O ARG AETE R A AEZR N TAERINLEE N o BRI, FRATE B2
— A EDRESE R RAREL . AT S A B LA N, A A A
LW RIEFENE. WRN—DREINGRINELE, XA
AEE35 B [JRandomAgent —FERERE . Jr LLFRATT AT BLAT 54 27 > ok Bt
AR A 25

il (policy) R —MEAELS RS RIEFATIM R EL . 1ERT
JLEH, AT LA H A select_moverfFi 1 IAgent IR SEI . B —
select_movepR F#l & — oS : AN —DIFESIRAE, M —13h
fE. BIHET NI, AT A KIS ER SR 4, FovEflar=ts
IEHIBIE . EENRRCRMASAHF: 547 P HMCTSAgent T 4T
W3 % i [JRandomAgent . W R AR B b X AR B, Bt TR EEE R
EHATOGEE, gE RS, FEIE——X R — MR BT RS
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HATE 6 AR 75 h it R s E T e 2 p 4, Hofarth /& — A
B, N ERNE—RHE T AME. AR B FEAR 2 T
W — D ZRETRERGE . A0 S ey 5% el — > S
We? — Rl B 50 ik S R e E SR, IR k2 2l Zk
T, BRI RIFHIEIE, BARXATE T AR RE R . H
MFAEE NG ENE R, XSRS EE IR RN, Tasim
sz Aok — AN Oy s A s SRR R, BRAT] AR B RS
FEFERIE, R AR ley, AT, RIME el 4Lm
25K, DISIRELahE. EREANEE, SR 2L,

PRI, A EG T S B e B SR B g, FRATTSE 75— LR
i% (stochastic policy) . X5, FEHLEME IR FFERLR AT
REVEIREEE, R RE M AR ke HX B NKIFEHLE,
A3 E s RandomAgent AL T =X XA FrANFl . RandomAgent
WREANE S &L T ATE K. LSRN B MG Sh R IE B 2 HOMTRR
FORAS, H XA Z100% ] TG o

9.3.1  MIEAME A o AT A

FFARMTALE, fhaemgai o i — A rE, EREDTE N T
B R — 3 e BRI ER GRS, n] e IT R
(BB R IR PN LA X TE T B E R o AR o W AR A X 2
BERORIEAT B EIE %



filtn, ABsbsy J)Aa S ATlER, AT LR — AP SEng: 50% 1A%
RikAk, 30%iEA, 20%iE87 J]. FATHIXAN50%-30%-20% (1) %153,
FRAIXIFERE I — MR 0 Ao JER, MRS AE I /2100%, X
7 T SRS AR R i A R I — T IX MR A ) — R
M, BB LH —1-50%-30%-10% 1) 5K HS, W< 8 F10% 1R TCiES
FEAT R

2 JEFP LR BE N LI 35— TS R, ARV MR AT TR gt 47 il
Fro AUISTE H1.9-3/& 7 1 — 1 PythoneR £, "B RFHR I IX A0S 22 N IE T
e —A~.

ARASIE H.9-3 ML A il ) < 451

import random

def rps():

randval = random.random()

if 0.0 <= randval < 0.5:
return 'rock’

elif 0.5 <= randval < 0.8:
return 'paper’

else:
return 'scissors’

ZIHXBEREZET LR, EEESAMTAKN. BIGSE
3], Hrockixk%tt Hipaper%, 1MitipaperikEitt Hiscissors%,
{H3FE A 2 iR I

NumPy 4 & 73X AMBEZR 55 A1 HEAT Hl R K32 4R
Einp.random.choicepf . AASIEH9-4/& R 1 4nfalfd FHNumPy >k SLH
FHIF I DI RE o



ARAILIEE9-4 A FHNumPy ML 3 A rh il

import numpy as np

def rps():
return np.random.choice(
['rock', 'paper', 'scissors'],
p=[0.5, 0.3, 0.2])

714k, np.random.select e H A] LAALEEK H AH ) 73 A1 Y 5 52 4l
FEo R NIZAS A R AT — OKilRE, SR IR PR ERIZI, SR 5 4R L
MEARTH AT e . @ XA 2, JRATAT DA 31— AN RN A
FPoIEE . MR SE S I H AR AT e I IRAE S R AT, BT T H kP
SRR EE T — L8484k . ARASIE BR9-5 7~ T W[ {# Hnp . random. choice
KHEAT Z KR, e NS Hsize=3, FTRFEINAFRMET, =
#replace=FalseZ /AT B AT H B HliAE

ARAGIE 51.9-5 5 F NumPy X 5 73 A 3047 5 & i B

import numpy as np

def repeated _rps():
return np.random.choice(
['rock', 'paper', 'scissors'],
size=3,
replace=False,
p=[0.5, 0.3, 0.2])

W FAL RIS W T — N ERERBhE, X R E R A st E A H
1o fEBBIHEESERS, B AAMNERE—ERI . HEFEAH—
{Xnp.random.choice, RS EAKM T —DERAT T -
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s SE )R AT A S ARRE, EIIZR B vt . ACEEn] fE
SRR IR RIS B SN, I8 I 45 S L8 SERR AN A 4 1) 2h 1R
iR, (FERXDTH, EMAEYEE R AR D HEA
REH I — MR E s EMEE — B BT 2RSS X2 8N
Rl T AT A SR B R R ZhE, B el SHE
I

N7 BT IERAE LR A, T RIS MEZR A AT B R, DR S
e —EHEMoL, WAL F9-6/TR. EH8HEH]
DeepLearningAgentH, FATHMOLRBIMETE . NumPy £ 1)
np.clippk & A] LLSE X A~ AR

HASTEH.9-6 R — ML Al BEAT BT

def clip_probs(original_probs):

min_p = 1le-5

max_p =1 - min_p

clipped probs = np.clip(original probs, min_p, max_p)

clipped probs = clipped _probs / np.sum(clipped_probs) ---  ftREE R
IR — DA BRI 7y AT

return clipped_probs

9.3.3 WIaHA— CHE SLA4

AT A —FloBr B A BEPolicyAgent. ‘B REMSIRYE — Bl
PUERmRIE e, IF Al UGSt i g 2] . XA S 6 A7
BB E AR R A — L, M DOIFE T ATl gh'e . A4



FKPACAL IS N 3] dlgo/agent/pg.py A4 H o

[l R ] ) &7 A LR 2, BATHR R 2> 5 e A UL AC B A
Giid )i 5. PolicyAgentZRAUHIE &AL CURRSTE H.9-7Hr7s) Pl
RIS AR A gt as o IXRRAEORT DIOREAS /) (10 2R3 )R E AT R A1
70 . PolicyAgentZR A It R W1, JFRIE L3003 T olve
HIAT 9, e AT DA RS AR R S R MR 4 4 A 7 S 479

RIDIE #.9-7  PolicyAgentZ I F4 itk b %

class PolicyAgent(Agent):
def init (self, model, encoder):
self.model = model e---  —/Keras/IfiF A S
self.encoder = encoder e--- SR gmAGERRE

TP R, BB M gD A, SRR A
&, e e p i — B ARREIE 9-8fE R 1 iX AN &

IS5 H.9-8 i — N 22 SRR

encoder = encoders.simple.SimpleEncoder((board_size, board size))
model = Sequential() «--- HFeZANdlgo.network. larget&d g1 [ Z
gt M AR
for layer in dlgo.networks.large.layers(encoder.shape()):
model.add(layer)
model.add(Dense(encoder.num_points())) e--- W= E, REIEE B
K AR ) AT
model.add(Activation('softmax'))
new_agent = agent.PolicyAgent(model, encoder)

R G IXFERACEERS, XAl R, Keras2 5 & AL E VUG
WRIRNIBENUE . BEi, ARSI T 2L (uniform
random) , B'ESAERA KRB FEBR AR EE—4. M5,
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9.3.4 {ERLEL FN#E IR RAFACEE

st SRR AT DU IR I KR 22 T~ %5, AlRe e J LR 2 LA I 1]
KIMZEHLAF N o DL RS 2 IR LEs N AU B AE b, LA R3)
s fF bR AE, I e e e UIZR A I AN E T R PERE .

TAAAEAEE, DU 5E8EF /4R IWHDFS 4% . HDF54% & 7
A EUE B IR X, B 5 NumPyMiKeras )48 S AR &

fEPolicyAgentZ L X —A serialize ik, FIRKE gt s
AR R AAF i BIREEE b, anARISIE BL9-9F 7 . X FFEH 2 DL B 24X
HT.

ARIDIEH9-9 K —MPolicy AgentSLHil /7 51 4k B H A

class PolicyAgent(Agent):

def serialize(self, h5file):
h5file.create_group('encoder')
h5file[ 'encoder'].attrs['name’'] = self.encoder.name() “--- ff
il /2 DA B LA g A 2 ) 15 2,
h5file[ 'encoder'].attrs['board _width'] = \
self.encoder.board width
h5file[ 'encoder'].attrs[ 'board _height'] = \
self.encoder.board_height
h5file.create_group('model")
kerasutil.save_model to_hdf5_group( «---  fiifHKeras N BRI RER
MR DL R & AL
self. model, h5file[ 'model’'])

XH, h5fileZ#n Ll — 1 h5py.Filext %, tHuJLh



JehSpy . File ) —NEELH . IXFRAUR) 1Ak 2 BE 0B 1 HA B dE 51X MY
FRFT .3 [ —HDF5 3 4+

B HX S serializeliih, HEGLIE—HAIHDES M, 44
JEAR NS AN, WA IS F.9-10 7R

ARHS7E #.9-10  fifi F serialize /5 ¥2: ) 7= 51

import h5py

with h5py.File(output_file, 'w') as outf:
agent.serialize(outf)

BE, H—1XNload _policy agent bR HUOkSLH 7 ALK
R, AR IE - 117N

ARRSIE #.9-11 ML g skms A 2R

def load_policy agent(h5file):
model = kerasutil.load model from_hdf5_group( «--- fEHNEMKeras
BRI AR 5 ) 5 A B
h5file[ 'model'])
encoder_name = h5file[ 'encoder'].attrs[ 'name'] e---  PKE B
board_width = h5file[ 'encoder'].attrs['board_width']
board_height = h5file['encoder'].attrs[ 'board_height"']
encoder = encoders.get_encoder_by name(
encoder_name,
(board_width, board_height))
return PolicyAgent(model, encoder) “---

9.3.5 SEHIFREIEEE

TR HFATZEZ i, PolicyAgentif 75 Se il — /Mg



Hiselect_move. IXAREHE LKL 8T HUNIN
FDeepLearningAgentH select _moverR HRML. BRI L &K
AL N — N E SR A sk E (B2 AR, WLB
A) o BRI KERMAES, JHRATNSERBERE . K5
XIHER A AT BT, AR A I S B 180 M3 . EI9-3/E R
T IXANRAE

) i AR A AT E
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RIS B.9-12 7 T anfar s I 9-3 0 AT/ B iX J LA IR

fRASIFE H.9-12 Rl 4 i Bl 1

class PolicyAgent(Agent):

def select move(self, game_state):
board_tensor = self._encoder.encode(game_state)
X = np.array([board_tensor]) e--- I HKeras T e B2 AR
AT S5, PRl PT DASERE AN A0 R e — AL, AR5 SR B 5 — 0
move_probs = self. model.predict(X)[0]

move_probs = clip probs(move_probs)

num_moves = self. encoder.board width * \ - QIE—AEH, B
BB T RN SR A AR
self. _encoder.board_height
candidates = np.arange(num_moves)
ranked_moves = np.random.choice( e--- AR SRR MAREE B AE X
FhEE, IR — AR P R SE R BIER
candidates, num_moves,
replace=False, p=move_probs)

for point_idx in ranked_moves: c--- AR HBNZ XA, WEER
TNEEIE, JREFEE —DaikshfE
point = self. encoder.decode_point_index(point_idx)
move = goboard.Move.play(point)
is_valid = game_state.is_valid_move(move)
is_an_eye = is_point_an_eye(
game_state.board,
point,
game_state.next_player)
if is_valid and (not is_an_eye):
return goboard.Move.play(point)
return goboard.Move.pass_turn() e---  MRAREIZITE TIXE, W
BA GRS E AT ke

9.4 HIEXSZE: THEAER AT LB ZRIT T 5\



BHERNCEA 17— Ees e B MR 122 I ARHE,  rTRUFaRIR
LW EIE 7. MEBADRY, XEWE & EAERBCT TR &
TR N IX ARSI FRATT el LA (3 2 96 Bl Ak 2R F) Al &5
¥, SR JE TR AR S B B SR IR AR 7 -

9.4.1 Z5EHEHILIR

ZRAHR B3N IRES S ATsh AR B3R HIE A A
uf, AT B AL R S5 R G A AT

ExperienceBuffer (LEZEh[X) RKE—NMRERELSE, HRAT
fia g HdE . WACHSIE$.9-130~, BA3NEME: states. actions
Frewards. X3/N&ME I NumPy 4 kA6, M FERE W
REENEGmIGNEXFEES M . ExperienceBuffer A& —NHIRAfE
AR RN ERM O . ARXADSEIME, JFRA SRR 7 A 1
NZE, BIEE R, AT DS AN SR T Al o > 5
e L, FRATIEIX AN N E]digo/rl/experience. py R H

FRRSYE 51.9-13 06 5% i X FAIAL) 3k bR 4K

class ExperienceBuffer:
def init (self, states, actions, rewards):
self.states = states
self.actions = actions
self.rewards = rewards

LM XINE T REHE 2 5, MHEETEFAEANE L. X
I A% HDFS A% S — IR BN e 2 . FRATTAT BA



fEExperienceBufferZ i —serialize ik, WACHGIE #.9-14
Fﬁ/—j_‘—\‘ o

RIIE H.9-14  Re I 22 b X A7 il 2L 4

class ExperienceBuffer:

def serialize(self, h5file):
h5file.create_group('experience')
h5file[ 'experience'].create_dataset(
‘states', data=self.states)
h5file[ 'experience'].create_dataset(
'actions', data=self.actions)
h5file[ 'experience'].create_dataset(
'rewards', data=self.rewards)

b 1 Ak R g, FATETR ZE— MR K load_experiencerfi%{
KM PRI IR0 X, GAHSTE #.9-15T . VER, BHAEHESE
WO B — M np.array, K EEENIEESRANNEF .

A5 H9-15  MHDF53 4 H1i4 JiR — - ExperienceBufferZ {7

def load_experience(h5file):
return ExperienceBuffer(
states=np.array(h5file[ 'experience'][ 'states’']),
actions=np.array(h5file[ 'experience']['actions']),
rewards=np.array(h5file[ 'experience']['rewards']))

BERNMC2RH 7 AR sads, rRMESLmEdE 1, ERIE
AN TTR A e R B R e s s . XA A, R AR
B — RSN, B IFANRE S B3 BN AUk, 1y ZE 55 B R
A%, FEMR— 7SRRI, A e S SO . B RS A, A
i IR AR A R, —ERIAR NIk AT B EE R



BHAEEBEIAEE R LI, BIXE = PolicyAgent Y SEHL AR SR IR
flo F—MIME, R E B — A
ExperienceCollector (ZIWIEER) X5, HME—HIRTTHl &0
s R EE R .

ExperienceCollectorZS B2 A Ji k.

e begin_episodeflicomplete episode, HHEIZR0KzN2S1HH,
Fon— R R A4S

e record_decision, WA, FTRETIERERN— M7
o

e to_buffer, ¥ExperienceCollector® 4 NILINER4HE R
AT, ifilﬁlé/\ExperienceBuffer‘XﬂL% EESOE PSS
FERF %0 B I FR 1k 45 AR FH XA 7

SERE IS B A T #19-167

RISTEH.9-16  FRIEE— R HLIEFE A i S 1 6 4

class ExperienceCollector:
def init (self):
self.states = []
self.actions = []
self.rewards = []
self.current_episode states = []
self.current_episode actions = []

def begin_episode(self):
self.current_episode states = []
self.current_episode actions = []

def record_decision(self, state, action):
self.current_episode_states.append(state) e--- PR RFAAER
LRI ARTEX G TN LR RS AT B AT gD

self.current_episode_actions.append(action)




def complete_episode(self, reward):
num_states = len(self.current_episode_states)
self.states += self.current_episode_states
self.actions += self.current_episode actions
self.rewards += [reward for _ in range(num_states)] e--- ¥

2R (R 7 L A SR B A AT 3l

self.current_episode states = []
self.current_episode_actions = []

def to _buffer(self):
return ExperienceBuffer(
states=np.array(self.states),
actions=np.array(self.actions), «--- ExperienceCollectorff
HIPython%I3 RE KM XS] LLE EATH e siNumPy £ 2H

rewards=np.array(self.rewards)
)

P ExperienceCollector®E A FIMCEE A, AT PAGSIN—
A set_collector iR & FRHIZAEME B R IE B AL EE. 5
fEselect_move 5izH, RBESTERRIRMH ok 2 5@ mcEEs:, Wik
A 9-17 7 o

IS5 #.9-17  F4ExperienceCollectorf ik £ PolicyAgent

class PolicyAgent:

def set_collector(self, collector): e--- RV E X FRIRSNFE P e AR
WIN— AR EERS

self.collector = collector
def select_move(self, game_state):

if self.collector is not None: e--- REEEFT—AEZ )G,
B PSR A g S S e
self.collector.record_decision(
state=board_tensor,
action=point_idx
)
return goboard.Move.play(point)




9.4.2 AL

BT LUEAT A 2R T WATEAR T Do i R 5
: H3ENIbot_v_bot{E /IR 7 M SR 45 53R IS IS & SEIL ) —
o IRAEFRA TR LASK R ARG B 9-18 T [l simulate _game R B2

S

FRRS I H.9-18  BRAU P IMUER 2 8] ¥ — & L 38

def simulate_game(black_player, white_player):
game = GameState.new_game(BOARD_SIZE)
agents = {
Player.black: black_player,
Player.white: white_player,
}
while not game.is_over():
next_move = agents[game.next_player].select_move(game)
game = game.apply move(next_move)
game_result = scoring.compute_game result(game)
return game_result.winner

FEIXNREE, black _playerfiwhite playern] LL&Agent2ff]
fEESEH . IR DU IEFEIZR I PolicyAgent T B Fhik X TR 4T %
Reo BB EXFF WA LLE— D AEBT, HUCRX AMAE, ERZFE
A ReWER B R LW H s . thAh, S SRR AT LS A5 =05 [ R
PLE NTTREXIZE, IFK A8 E I GTPHE SRR A FHEAE

FATE n] IAESE IR 5 E R RIAEAT I 3R . XA A o AT
AT RFER A o

B, i TmEEBZ NI S RIG A K. R,
B — B AT SR UE R 1 BRI . S8 T HIB 25 B AR F 7K



FHZSEAERKR, UETIERFE D NS 2] JF H b T H
BURImZ S+, B0 VU NME R R s it Rk, XU
ARTCIR N Z O GRS B 2R 0 o AL SO, OB T EE TR BO. =4 5 HoAth B
FHEATX O, FHEEE ] . XA TEBEFERGE A TS il
w5 HOXZEN, BT S H CH TG

HU, RARHEEREAT BB, —RXsral ISR =M. T
XF G RE T AH IR pe s A, BRI D7 By B 2 360 m] T
o arfbsA ) F R E R A R R, DR AT XU i s RN, 2
MR AL

B E BRI ZE, TEMENAMREEIA, I H &L —
~ExperienceCollectorsZfil. BT P/ MUELLE L3043 IR 2
), BRI 1 2045 EAT 7 Bo AL 2 Sl e s . AIDIE 519-19/%
AN T IR IR B

i e 2 A ) A A 2

FERLAE AR, H B IR R AR i I SR 2 0 5 E 1) ik . TiAE
fib&iisk, AT 2 S — A BRI AT AR, fldn, dn SR8
R s SPRM A DL 8 NIE ] R G0, w2 MR GOk 2T
RN N Pris AT KBRS

IR ERBENATE S . BIRAR RS, Ban bl



OpenAlse 7. Efeft MRS HTE 0 DL BRASALL A 24

55,

RIS H.9-19 Az gl — b 2 B0 Hs w1 aa AL A

agentl = agent.load_policy agent(h5py.File(agent_filename))
agent2 = agent.load_policy agent(h5py.File(agent_filename))
collectorl = rl.ExperienceCollector()

collector2 = rl.ExperienceCollector()
agentl.set_collector(collectorl)
agent2.set_collector(collector2)

IAEFRA T & ] LS T SEBUAAU, B o0 3R R i 2083 1, andRes
TEH9-207~. EXMEHRT, agentle—HIWE T, IMagent2—H
MHT. AZagentifilagent258 e AHE], HARATSILEATNELE
Yo R AT UGS, XA . (H, W S B A Y
SERBAT R, WA TR e IRmR R E a7, 7EE
o TR T, HRBITMBE T KRS < ig A A, B SR
BT ER T #R AT I SR

(R H9-20  HEAT— R A1 A4

for i in range(num_games):
collectorl.begin_episode()
collector2.begin _episode()

game_record = simulate_game(agentl, agent2)
if game_record.winner == Player.black:
collectorl.complete episode(reward=1) «--- agentliffk, FrblEfS
FEHoR
collector2.complete_episode(reward=-1)
else:
collector2.complete episode(reward=1) «--- agent23kfE




| collectorl.complete_episode(reward=-1) |

S EHBIIRA RN, e JE BRI R BIN 2R A IR, IRAFE
—A R, AnARREIE B9-21 R . IR AN S N I GRS SR A A\
i, H10EH PRI BRI

ARASYE H9-21  fRAF— LRI H

experience = rl.combine_experience([ e--- BRAMRER A EHE SR — A
BB X H

collectorl,

collector2])
with h5py.File(experience filename, 'w') as experience outf: - fRAF

F)—/NHDF5 XL
experience.serialize(experience_outf)
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o i FH TRMEAH FF 27 S SRk gt X R R B
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o RS 25 ST A AL IO

FOF o 1 U A w] LLEAT B B SR B BIRE R, IR 4 R R
NI . KA S AT B TR, 1~ — D2 e R
PRSI, 1B REWE IR 2 AR . 2RO ACHE A ff 22 kY 2 K
VR TR BATHAT AN B LESE S, RSO R A 2% 1 AR
BEATRENLIR R . XA I AR B E. B RTE, X&)
TErRf — SRS LL 2 AT BH PR RCR B4, i A s/ I n] REAR A5 5
o GREEK, SEFHIACER ] RELL Z BT AU RRCAS R s — a5, AT BEFE L
99— &, Bl AL Ik AL 55 M FEHLAY .

BATTAT LSO IX AN R A HH D50k i 2 AR B 1 S s s 2 7
(gradient policy learning) ]—#E. HRBSHRE AR 7 — ML
fil, AT LMETHACE S E R DT m), 1R AREE RE NS B 44 5 R A5
X E, FEABCE R TR REL, A2l i o0 B 4 40 A s R s )
T T N 2 el 5 AN B SR B BE LR 3R AE SIS A0 7 =) AT 4R



A, (S BEE 52 > W] DA = eSO R

FMZ59%, AR BENL SRS R R 5. IXA RS & — R
B e A B ARSI EICT — DERAE . AE S RS
TR TARRARI R .

(1 HACEGHER, Rk aErgER.
(2) HACHERM, e Prik il MafE g

EAREM 2T — Mgl IF R X ERAK B %
g, SRAGEE Z MINER . BB BATRTE BRI A A 20 R4 4 i A IR 1 %
1245 2 TG A ——BI G K B N REE SRR . R
PR — LS ER VAR TR B B ZRid R

10.1 WA FEFEATLRR g HH AR i) B R ) R 3R

B HRIE ], T BN A LEE B A5 2 i kot i5, k3
ARSI (Add It Up) o 1 I & & BV RRFN

o Bp—[HERNIERFE—M1~50EF;
o E100[IA G, B NHKHARATRTIE R 7= I ok ;
o S NTER R BN TR

2], XA EWE A E G AL B 2 i TR . IR, X
FEAR AR, HRATHE R 7 57 (R s 7 2]
(policy learning) , BIAR¥EVERR 45 SR KB HT 27 >) H Ot — AN BEHL A HE .



DRI &A1) foe A SRS 5 RN, I RAFIATT AT LA B 75 i b 00 4% S gt 2
AT ) 5E 5 R B RE -

“honhnr g — AR T SRR, (HE B 2 B mT ORI B 2 2R
SORBIE AT R IR . SR, <hinine— R EEZR AR, 1 H
fE—mzd, SRS T HAIR SIS R BRLFBIR . FEm 4 /i ik
o BRI A RO TEF oimg, 7B BIXTIX R EE 2R A 4t o7 ik e K
IZE . XA AR N o1k 70 Bl Ccredit assignment) 7], ‘B /& 5t
W 2 RO R — o AT RE R WA AEAR 22 Jmy i 4 1 445 SR 355 e 73 e 2]
—IRSLHI SR . e 128, AT TR FORCIE N E N E
% ABH ok o B B

AT e AR BE AL SR IS 4G . AEME 28 58 A [R5 I I e
B (GRATHEX P SRIE PRy — 2041 (uniform random) SRE&) . X
B, A RERiad T, IS R0 872, 200k #+3
& (HRXAMARIRIE— MUY (WD 10 RS20, B
WP IRBAE R — Rl = At . ARE%iE8R10-1 &R 7 —1
PythonpRi 4, FRIEILZAFE FACBEAE — B Jmiie s h HEAT I i 2. ]
10-1R T JUMERIEE R, S el LA digtT JLRAEF, PSS
o

RAGIEH10-1  BEHLAL~5HERE— AN

import numpy as np

counts = {1: @, 2: @, 3: 0, 4: 0, 5: 0}
for i in range(100):
choice = np.random.choice([1, 2, 3, 4, 5],




p=[0.2, 0.2, 0.2, 0.2, 0.2])
counts[choice] += 1
print(counts)

HORMRERAERE— Ryl xk rH ARSI 58 S AR R R SRS, (EL SRS A B (OB
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K10-1 R T —ANBENREZAT 4R . 4 FRRIE 53 50l 22 7s — Jeyiffe sk A X 54N 1T BE 3))
PERTIEFE A IRAL. BARACERAER: — Rl xR b 8 A SRS #AR R, (AR T A F R, BAREK
AR ZER

ARSI 102 B — SR I in s xk

def simulate_game(policy):
"""Returns a tuple of (winning choices, losing choices)"""
player_1 choices = {1: @, 2: 0, 3: 0, 4: 0, 5: 0}
player_1 total = 0



player 2 choices = {1: @, 2: 0, 3: 0, 4: 0, 5: 0}
player_2 total = 0
for i in range(100):
player 1 choice = np.random.choice([1, 2, 3, 4, 5],
p=policy)
player_1 choices[player_1 choice] += 1
player_1_total += player_1_choice
player 2 choice = np.random.choice([1, 2, 3, 4, 5],
p=policy)
player_2 choices[player_2 choice] += 1
player_2_total += player_2_choice
if player_1 total > player_ 2 total:
winner _choices = player 1 choices
loser_choices = player_2_ choices
else:
winner_choices = player_ 2 choices
loser _choices = player_1 choices
return (winner _choices, loser choices)

AT AT LR AR OIF S S R . AU TE B 10-3 /8 1 ) LRzl
o WHEKUL, PHHERDSEFLTL, BRI ARREE
LM FEHTS, (HEXMFOHEAZLIRE

A5 H10-3  ARHEIE #L10-2 1 72~ 51 H

>>> policy = [0.2, 0.2, 0.2, 0.2, 0.2]

>>> simulate_game(policy)

({1: 20, 2: 23, 3: 15, 4: 25, 5: 17}, e--- JEEIERE
{1: 21, 2: 20, 3: 24, 4: 16, 5: 19}) e--- MENERE
>>> simulate_game(policy)

({1: 22, 2: 22, 3: 19, 4: 20, 5: 17},

{1: 28, 2: 23, 3: 17, 4: 13, 5: 19})

>>> simulate game(policy)

({1: 13, 2: 21, 3: 19, 4: 23, 5: 24},

{1: 22, 2: 20, 3: 19, 4: 19, 5: 20})

>>> simulate game(policy)

({1: 20, 2: 19, 3: 15, 4: 21, 5: 25},

{1: 19, 2: 23, 3: 20, 4: 17, 5: 21})

IR ACAHSTE H10-37P s 4z il s Bl 1 45 R 2k, wie
& BT YA R IR R IR BN 18.75,  IIMCGE I HECT 1114




RBGE22.5. EMEOUHREH, HF1RBAZE M RERE. B4
T TR AR ] 1 AR R R SR, (BRSO e B3 1) 70 A I 2 AR AN —FE
(1, DUONE ZHE T 1 5 5 FEUR

AEAEME R SRR e R, Al DL JR3AT T9R L g FAE ok
YOS, RS, AT DU X L2 RR B A R R . A

B, AT DS EEA IR R b At I £ 1K — S SR, RN
TR FH A SR PRI/ — iR R, A TS B 10-4PR . IXFEANF

EPR MR AT 5 2> 12 0 1) T e /e B Jy rh I B 2 (3 B, B RATT
YORI I B 8. X Iinin sk it , XN EVESCR IR A . H
A&, R RUX AT S AR, TR E AN R R I R YUK T R
1o BATSAE10.27T PN PRI N

ARRSIE .10-4  BERT IR 12/ ] S35 X ) SR =7 5] LB

def normalize(policy): - HAEREEERRAINL, DAORAIESEIEG 2 — DSk R 7>
il

policy = np.clip(policy, 0, 1)

return policy / np.sum(policy)

choices = [1, 2, 3, 4, 5]
policy = np.array([0.2, 0.2, 0.2, 0.2, 0.2])
learning rate = 0.0001 c--- PR TREE R W E
for i in range(num_games):
win_counts, lose_counts = simulate_game(policy)
for i, choice in enumerate(choices):
net wins = win_counts[choice] - lose_counts[choice] «--- Wic
hoicefEM: B LA RE LI R H L, I anet winseZE—MNEH. k2, B2k
ilisl
policy[i] += learning_rate * net_wins
policy = normalize(policy)
print('%d: %s' % (i, policy))

K10-2J8 7R 1 7 BIRE 7 SR s OTEAL I R o 220 KR L 00053k 2
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Carlo policy gradient) , EUREINFORCEJ7i%. K10-3f&7R T infa#ix
AN SRV N BT R K B o

AV izA
=

V& REINFORCE&“REward Increment = Nonnegative Factor times
Offset Reinforcement times Characteristic Eligibility” 145 5, X445
R A BRI B b3t A o 2 BT 1 4 5,




NIERIEEE 15 I EREEHENR-1,
REFEEMSME  UETRER—RHNER

UERER. ERIE L.

HHEHIREE R

0.01 001 0.01|0.23 | 0.01 0 [} 0 |-l 0

SHRHEPES.

001029 0.01| 001 | 0.01 0 [ 0 1} 0

008 [ 0.01 | 0.01| 0.01 | 0.01 0 1] 0 0] 0

0.01 | 0.01{0.01] 001 | 0.19 0 0 0 4 0

001 001|001 001 | 0.01 0 ) 0 O 0

BENMSEREOENEEXREFTERMEEE.
SR SRR AGE F B RE T IE R RN E T .

0.01 | 001001021001

0,01 [ 030001001001

—_— 0.08 | 001 001|001]001

0.0L | 001]001|0.01]020

001|001 001]001]001

YR EEHTTRE, RERES THN EE, FTEiRsIs AR I T .
E. MRETHA—MERE (GHELD § (MRKERS THRE, WxMiEs
HE BaBE—THHEEN .. B EF. D

K10-3  HmSER A S MTAE K . RATIAL RS 58RI BEREGITaG . X TR £
B, BATHERE SRR (QERRAEAD BUR/NE IR (R R4k
WO o BT FEE S ST T SR SRS A L R AE . RESE BB N2 R, BRI AW
SR T WA — R

AEFATI BB — T~ S5 T R ARG L T BRI A B 2 21 1 AR AL . 3
IR EE— DR E, HRRR RS IR B 2 TR 2200, IF T 545
RERBUBEE . BATH A ARE bR MBUE RS /S, BIRE R S5 I 25
e EANIERC B LT BRI mT DU T 1 ) 25 453 5% e BRI E 7 i) BB AL
5, [ABERAE 7R MEIR R R AR B EERENE T VR ERA TR A E N
= [ BB A7 [ 1 B A e kN 452 2K R AR

SRS ), BAT R B R E R R DT 17, AR SRS e T
(BHIZE) KAREmshfE. BT PG — ke s, g rsh



JERATXMEE. — B TIXA R, wia] LR i KerastE 2L Fr s i i
R ) At SRR SR b BT SR X 25

[FHZ— N7 E LR B 2 S B R RIS, AT
AR LRIIE E XA B R A NS i il e % . DRI R 3RATT AN 7 — 4>
A&, HORF RGN E, HURER ST Pre sz, $ik
PR 1 X2 T AR =R o3 A 55 P ade s VR RO 2280, i e s P Ui )
ol N IX A 2 BT R R T 1A e S KA R SR SE N, LT Y
FH LB 1 R SRR 2R 2 W K
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Z I CLIR$R AT ORGSR K, e A D E (] 28R O 2 T A8 e e
R, et i ik AR BREATESE, WENT H—A
H: & b ERIUI#Oy-1, B I8t 5.

[ ot — & JA TR A g0 B s &5 4, B S 3N AT B HAL

o states[i]FR/nTE H RN ZRISFE A8 21— AMRE € BUAL R
e actions[i]F/RIEXNMFEMF T, REPHEERIBIE;
e rewards[i]F/NURAHRAFRAMA], HEAL, HFNA-1.

RIS B10-5528 T —prepare_experience_dataki#l, &
LSRR XIT R — N B, LLERCKeras it K2

RISE H10-5 K i Bd s on— A H AR &

def prepare_experience_data(experience, board_width, board_height):
experience_size = experience.actions.shape[0]
target _vectors = np.zeros((experience size, board width * board_height
))
for i in range(experience_size):
action = experience.actions[i]
reward = experience.rewards[i]
target_vectors[i][action] = reward
return target_vectors

RALTE H10-6/8 7~ T WA fEPolicyAgent 2 sE Il — NI 25 if
Htraino

AASIE H.10-6 I SRR 52 ] A 56 ot bl 25— QR

class PolicyAgent(Agent):

def train(self, experience, 1lr, clipnorm, batch_size): «--- 1lr. cl
ipnorm, UlKbatch_sizeiX3/NSHAT LRI R IIZRidFE . FRATSTE B SCHEIN-AEA]



self. model.compile( e---  compile VLRI L — ML AR . FEARL
H, B o) g SeDIL L 2R
loss="categorical crossentropy’,
optimizer=SGD(1lr=1r, clipnorm=clipnorm))

target_vectors = prepare_experience_data(
experience,
self. encoder.board width,
self. encoder.board_height)

self. model.fit(
experience.states, target_vectors,
batch_size=batch_size,
epochs=1)

SR BIR R X 2 4h, EAtrainR R ERGBANS4, T olE
BGYRERINE SR

o 1r, Bl%2>]% (learning rate) , FEHIMNEERE—HEKRI BT
PR

e clipnorm, #&ft T — M IR, FREIBCEERANIALZ TR B
#2230 1) PR 1 e RARL;

e batch_size, AT LLBAEEIEH 12 shfE& IR R T —
R EACE T, MmN HAEMERNEE .

FERMEHHIE A2, Al RETR ZEX X LA S H AT, DSR4
4R £10.37H, FATZRATUNEI, DI BIBRATE & 7 ik 2

EER B

EE7E Y, A MEH T Adadeltafi Adagrad L fb &%, BN IRER 1LY
SRR AR SR BRI, BT e Ak R, TR SRS
B RS I A RO . T LR BLFRATT R 4 45 FH S AR R B ML B2 R R4k
%, HFIIRES IR, EFERAMZE, E5%MIEM T, Adadelta




o AdagradsZ E U IILEFE, IORHIEAN], IR, & AKIH
] AL B /D (HRAEFCEERFIRTG O N, i F ZHR I B AKISGD, P
L, T e Fal i o S R R ARE A I RR.

EEER, BADFagm g2 X Risfr — NSRRI g . X
MEE7EIFAME, AR IAT 2 HARR R ZR8s AT 3 LA IS A 1
FII R . SR DO AE T 55 7 5 48 I 2R 0 2 CRTHYD R 32
. MABIET R —DEE, #HRLRFE A TFAERHE
O ETREAT RO B B BRAE A B B g, R A R
BEHLIT, IF H IS MASFIMRLE S 1 X B 2 (R REAIAT Plrociik. BATT R s IAs
ERKB AR HIRIRE . P EXMIEL N, TAIAGEEE M
AT — A, 75 ) 2 L A A R R EE ORI A -

S, RS ] R EATIINA AR KN ZR8dE . P AT

AR R I Rt is 1T 2 AR I el A, i R EiEtr—
HEIS LR, AR AN E R R R

PARMN SR 1 B traing, AREFEH10-78R 7l
R . B Al AFEGitHub B3R 3 58 B (1 JIA S A Ftrain_pg.py. X/~
A SO T I B FO SR RIAR A= ol 10 22 38 Kt S A

ARRSIE #110-7 i 358 A il ) 22 96 Bt 2E AT VIl 4

learning_agent = agent.load_policy_agent(h5py.File(learning_agent_filename
)
for exp_filename in experience files: e---  YIEREE AT RETCVE — IR A S Ik 3
WAFH o XA SE I AT A Z A SO s A, JF BRI BN — 0
exp_buffer = rl.load_experience(h5py.File(exp_filename))
learning_agent.train(




exp_buffer,
lr=learning_rate,
clipnorm=clipnorm,
batch_size=batch_size)
with h5py.File(updated_agent_filename, 'w') as updated_agent_outf:
learning_agent.serialize(updated_agent_outf)
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IR Z (I RE T RE S ARIRAE, I HL b 3 R 2R A 2 X 25 F) 1 20 FEE
WHARRE, EEREERNSEAA R R R =0 A Bl
H A L AR A B ] R AR . ATTRR G LA RO I SR R 1Y
NG B S BRAT R B IR e AT SR UE LA N I RERE AR AR
NG UM I FrId R 00 2 B0 A 4 7

sl SE AR g2t W RINZRI 2 BIEAL  n R 2 B0 R B 3oxt
GEA R ILEIW] IRk g o AT B /NIRRT 61125, 9112199
oSxSHEE . ARSI B, LR SEAE, DRl AR R A e B B
SRR EE; I /MR /R AR, G ZH A B
s, iR W BIHERE . IXAE R DUSE BRI A . ORI ZRr AL
X H RS B RGO E, FRAREE R RGT RA .
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FATE VL R AR 2 R . B A R, W]

DABLHLEE Z (X025 evel_pg bot.pyHIA<nl ELLEALES N BIPHANAS [F] iR A<
TXZE . AASTE H10-8E R T B HE.

AR5 H10-8 - T LA P A QB 1 9 B2 A B AR

wins = QXM Magent 1R M SR ER A 1C 5% £
losses = ©

colorl = Player.black «--- colorlZagentlffJTHith; agent2oi&#H 5 —J
N
for i in range(num_games):

print('Simulating game %d/%d..." % (i + 1, num_games))
if colorl == Player.black:

black_player, white_player = agentl, agent2
else:

white player, black player = agentl, agent2
game_record = simulate_game(black_player, white_player)
if game_record.winner == colorl:

wins += 1
else:

losses += 1
colorl = colorl.other e--- B RWRZJFEEALZHRMT T, X

] DA G AU B KR — D I 1

print('Agent 1 record: %d/%d' % (wins, wins + losses))

BESE MR GR 25, R PR SE B AR 5 2 A 4Rt

g%, DU OR SR AR SE A rdt D, sl B BH R ZE.

10.3.2 1 o B A 404k 2= )

BT R BRI GZ G, HLEs Nl fEELaT— A i3

BRI =LA A 70 5. BT R AN ZEREM A IEXER . Bixes
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IR R AERA VP AS BIL S AR 9
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M. BAMERYLES N 2R3/ IR Z 2 /DI ? Git 25 H
—/N %R U S (binomial test) HIA AKX MEEZ . Pythonfl
scipy# it | —ANJ5 fd ) Z IREA 36 S I

>>> from scipy.stats import binom_test
>>> binom_test(53, 100, 0.5)
0.61729941358925255
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B IMTHE. g8k, ATal-ME R BHE B Rk At kR

FERR10E H, AT I B SE 3] — AR (RIE SR
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def

select action(state, epsilon):

possible_actions = get_possible_actions(state)

if random.random() < epsilon: e---  BEVIRZEIIE R
return random.choice(possible actions)

best_action = None e---  EEEIMEENE

best_value = MIN_VALUE

for action in get possible_actions(state):

action_value = self.estimate_action_value(state, action)

if action_value > best value:
best_action = action
best_value = action_value




| return best_action
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from keras.models import Sequential
from keras.layers import Dense

model = Sequential()
model.add(Dense(32, input_shape=(19, 19)))
model.add(Dense(24))
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from keras.models import Model
from keras.layers import Dense, Input

model_input = Input(shape=(19, 19))

hidden_layer = Dense(32)(model_input) «--- ¥model_input5—/Dense/Z]
HINERGER, XA Z a4 Ahidden_layer
output_layer = Dense(24)(hidden_layer) «--- Fhidden_layer5—/¥#ifiDen

seZ I NIEHE R, Far 48 E Noutput_layer

model = Model(inputs=[model_input], outputs=[output layer])
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from keras.models import Model
from keras.layers import Conv2D, Dense, Flatten, Input
from keras.layers import ZeroPadding2D, concatenate

board_input = Input(shape=encoder.shape(), name="board_input')
action_input = Input(shape=(encoder.num_points(),),
name="action_input')

convla = ZeroPadding2D((2, 2))(board_input)
convlb = Conv2D(64, (5, 5), activation='relu')(convla) «--- HJUIBEER
IMEABRE . AR T 26 v s F =288, #5R] DRI B R H

conv2a
conv2b

ZeroPadding2D((1, 1))(convib)
Conv2D(64, (3, 3), actionvation="relu')(conv2a)

flat = Flatten()(conv2b)
processed_board = Dense(512)(flat)

board and_action = concatenate([action_input, processed board])

hidden_layer = Dense(256, activation='relu')(board_and_action) “--- 7]
RE 7 ZL A0 I R B IX A B 8UZ 1R
value_output = Dense(1l, activation='tanh')(hidden_layer) «--- tanh¥is

JER PR A AE-1~1

model = Model(inputs=[board_input, action_input],
outputs=value_output)
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ERATIF B — 1 QAgent 2R, ‘BRI LUl i Q¥ ) BIEH AT ¥ 2
FATRE X BAAS T dIgo/rl/q.py s o AR TG B 11-5 /7R 11X 3EHY
s 52 AT R —F, BHRRE MRS —
WAL Roh, BATEE LTS TR, H
H1, set_temperature 7 iEibIRATIT LATH (efl, 10X AME &S AE
Gt FE AT D). T, FISE9EAAIA], set_collector5ikn]
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class QAgent(Agent):
def init (self, model, encoder):
self.model = model
self.encoder = encoder
self.collector = None




self.temperature = 0.0

def set_temperature(self, temperature): «--- temperatureBlef, HIXK
P SR B BEALEE
self.temperature = temperature
def set_collector(self, collector): e--- BT A AR N 5okl
ARE AR HYE, WS HHoE

self.collector = collector

BT oRIA LM e 2ERNE . BT —FF, IRATANERR V) &
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class QAgent(Agent):

def select_move(self, game_state):
board_tensor = self.encoder.encode(game_state)

moves = [] - ERMEE A SRAER IR
board_tensors = []
for move in game_state.legal moves():
if not move.is_play:
continue
moves .append(self.encoder.encode_point(move.point))
board_tensors.append(board_tensor)
if not moves: e---  WRITEA AR EEME, BT L E S A

return goboard.Move.pass_turn()

num_moves = len(moves)

board_tensors = np.array(board_tensors)

move_vectors = np.zeros( e---  XHTE GVEENERM TGRS CEZ W
B WHSFE)

\

(num_moves, self.encoder.num_points()))
for i, move in enumerate(moves):
move_vectors[i][move] = 1

values = self.model.predict( e---  FEIEAEREA: H—IEE
KA
[board tensors, move vectors])
values = values.reshape(len(moves)) «--- valuessz—""Nx14[%E,

HANZEEVESIMENEH ;i reshapetd B4y —AN RS ANK ) &




ranked_moves = self.rank_moves eps_greedy(values) e--- ety

ARSEmE X B A SR AT HEFP

for move_idx in ranked_moves: e---  HiEom iy H X FRAHAEML, K
AEFEAEIR P — DA HARREIE
point = self.encoder.decode_point_index(
moves[move_idx])
if not is_point_an_eye(game_state.board,

point,
game_state.next_player):
if self.collector is not None: e--- BHRRERGIH NS

WEIEZ X (A WEHEIE)
self.collector.record_decision(
state=board_tensor,
action=moves[move_idx],
)
return goboard.Move.play(point)
return goboard.Move.pass_turn() e---  WRFTAREEIMEA 2 FEL
B, BREFapksx

Q¥ HWMHER
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We, B FRATAT BAUd, N —AM R R E 7 4T 8118 8-0.65.
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class QAgent(Agent):

def rank_moves_eps_greedy(self, values):

if np.random.random() < self.temperature: e--- FERZREEY,

ANFAE B E I B S B R AR, i A8 F B LA
values = np.random.random(values.shape)

ranked_moves = np.argsort(values) e--- R R RN E N B HE
Fr s SREGHRE 8 T bR

return ranked_moves[::-1] «---  {ENumPy, [::-1118V2 R m&E &
HERF ) 85 v 25 I
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class QAgent(Agent):

def train(self, experience, 1lr=0.1, batch_size=128): «--- 1rfibatc
h_size#f & FRMIANZGE RS . TS FEE 105 T ITEA i
opt = SGD(1lr=1r)
self.model.compile(loss="'mse', optimizer=opt) «---  mseRl¥7i%
72 XHEIFAIAH categorical_crossentropy, TMffifHmse, &R ATRMNIE S ] HARE—
NESAE

n = experience.states.shape[9]
num_moves = self.encoder.num_points()
y = np.zeros((n,))
actions = np.zeros((n, num_moves))
for i in range(n):
action = experience.actions[i]
reward = experience.rewards[i]
actions[i][action] =1
y[i] = reward
self.model.fit(

[experience.states, actions], v, c--- RN AFEREAE N —
MBI R AT AL 18

batch_size=batch_size,

epochs=1)
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H. states CIRA) . actions (4T73)) Mlrewards (Ug3k) . FATAT
CLiS N4 Hisladvantages (L% SREREFLHAE . SH A XN
i 2 A3 B FARS B THEAR R R e A 45 R . RN B4 B &8 4 ek
R R AR, AR ZRr i RE b, JRATAT DLSE RARA A IR
SEMETHE, FRBR SR A TR LA

fRAY7E B12-1 % ¥ ExperienceCollector, ¥NINXT AL HE 1 EREZ T E

class ExperienceCollector:
def init (self):
self.states = []
self.actions = []
self.rewards = []
self.advantages = []
self. current_episode states = [] e--- XIS
RN R EE
self. current_episode_actions = []
self. current_episode estimated values = []

e--- X JUAEEH T A I 2R

A, AL FHETE Hirecord decision/yik, VIEIRESHILT
NZE NI — M THES S, A EiE 12-2 0 7 .

RAGIE H12-2 % HrExperienceCollector, A7fifflii11H

class ExperienceCollector:

def record _decision(self, state, action,
estimated_value=0):
self. current_episode_states.append(state)




self. current_episode_actions.append(action)
self. current_episode estimated values.append(
estimated_value)

%, {fcomplete_episode7iEH, Htrl At EARERMN H HREA
PR M LA 1T, AR TS $12-3 7

RESE#12-3 72— MGG RN AR 5 E

class ExperienceCollector:

def complete_episode(self, reward):
num_states = len(self. current_episode states)
self.states += self. current_episode_states
self.actions += self._current_episode_actions
self.rewards += [reward for _ in range(num_states)]

for i in range(num_states):
advantage = reward - \  «--- RN REHILHE
self. current_episode_estimated values[i]
self.advantages.append(advantage)
self. current_episode_states = [] e--- BB USRS MIX
self. current_episode_actions = []
self. current_episode_estimated values = []

TN IEFH E W HExperienceBufferZiflcombine _experiencef

Wiek 3, WAL E R AL FIE AR, ARSI B 12-4 R .

L5 H.12-4  7EExperienceBuffer() 44 14 s AL #4E

class ExperienceBuffer:
def __init_ (self, states, actions, rewards, advantages):
self.states = states
self.actions = actions
self.rewards = rewards
self.advantages = advantages

def serialize(self, h5file):
h5file.create_group('experience')
h5file[ "experience'].create_dataset('states’,
data=self.states)




h5file[ 'experience'].create_dataset('actions',
data=self.actions)

h5file[ 'experience'].create_dataset('rewards’,
data=self.rewards)

h5file[ "experience'].create_dataset('advantages',
data=self.advantages)

def combine_experience(collectors):
combined states = np.concatenate(
[np.array(c.states) for c in collectors])
combined_actions = np.concatenate(
[np.array(c.actions) for c in collectors])
combined rewards = np.concatenate(
[np.array(c.rewards) for c in collectors])
combined_advantages = np.concatenate([
np.array(c.advantages) for c in collectors])

return ExperienceBuffer(
combined_states,
combined_actions,
combined_rewards,
combined_advantages)

BAE, BATMam RO nl IRERLAE 7. JFHZ U305
SN U AEA UGB E SR, R ZLEIZ5rh Zi%advantagesZ:
PRI A R AT
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T 005 W28 e A B 9%, ORI IR i gk 1 J7 m] e L THT IV I 1) JRl
. EEAEHAEE R, PO B & E 0 i sl R AL T
INRMEEHTLZ 5 2] 7 <gg Rl Thge, Bae 5wk A <.
ISR, = BRI 28 A 0 R AN B AR 35 B s
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[ softmax j [ tanh ]

, R

oatloor oo o3 oor MR
g'/l\ﬁjﬁ’fﬂqﬁﬁﬁ \um 0.26 0,01 0.01 |0.01 0.61 ﬁ ({fl\{ggﬁ'l@m)
i CREESCES) jnoa Iom 0.01 0,01 |0.01

M!om 0.01 001 0.19

il el bl
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K12-3  —ANiE T BRI R -PROr 22 ST R 2 . XA — AR, FRIBCERTE

AOHATHR . PSRRI DR E N A FW D 3E, RISk, s il

St AR AR RO S, EMMER, SEETORR M. PRI IR A
SRR, ER] AR ZRI R SR L B

ARG A fEinit_ac_agent.pyIA A,  WfCASIE #112-5H17K o

ARRGIE H112-5 /XU A2, A5 — S SR R — 476 B

from keras.models import Model
from keras.layers import Conv2D, Dense, Flatten, Input

board input = Input(shape=encoder.shape(), name='board_input')

convl = Conv2D(64, (3, 3), e--- AL ERIMERRENERE
padding="same’,




activation="relu')(board input)

conv2 = Conv2D(64, (3, 3),
padding="same’,
activation="relu')(convl)

conv3 = Conv2D(64, (3, 3),

padding="same',

activation="relu')(conv2)
flat = Flatten()(conv3)
processed _board = Dense(512)(flat) e---  AEER RS 5120 EZE . AiE
RS 5 ol e B ik 2. 3 EEZ B RS A A TR

policy hidden_layer = Dense( - IR N R AR SRS PR AL
512, activation='relu')(processed board)
policy_output = Dense(
encoder.num_points(), activation="'softmax")(
policy hidden_layer)

value_hidden_layer = Dense( e--- IR R AEAE BR 2R
512, activation="relu')(
processed_board)

value output = Dense(1, activation='tanh")(
value_hidden_layer)

model = Model(inputs=board_input,
outputs=[policy output, value output])

EANMEEINEBIRE, S 6N ES . X BB 25k i ix 4>
AR LLBUINE, B R AT LT PRIE I 2. 8K, MLME—
B, BATSIEE 5 2 A R I 48 457

SR A A2 AT RIS PE A — R A e 4R AR B2
N AACEARE, I B softmax g 2 SR OR SR i H R A L

MBS e — Al HIERER-1~1. XM YERE L, 4
— P tanh i J2 K PR il e HH ARV o
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T 51 -PPAN AR ) B VR 1 8 5 5 28 10 5 1 SRS A BB A — 3,
TP . H5E, BT BRI AW AN, RS
L AR B A Y S5 2R . Lk, IR EAEMTHE SR 178 — Mt
AR IR RS o T AREZE 50 A e R B A B R U 5 2 B — A —FF
RADiEH12-6f8 R~ T 155 ) select_movesZHl. FATIEX HT 51085
AR (1) b 77 B T A il

HADTEH.12-6 9 G -PPOMRBIE B — D an

class ACAgent(Agent):

def select_move(self, game_state):
num_moves = self.encoder.board width * \
self.encoder.board_height

board tensor = self.encoder.encode(game_state)
X = np.array([board_tensor])

actions, values = self.model.predict(X) e---  HTXE A T
B, predictei#s iRl —Iod, BE P MNumPy E2

move_probs = actions[@] «--- predict@—MEFH, FTL—RPEL
H L ANHLADIRES, BT DLIRATT L 20k B 2 1 56 — AN 0 2R IR BT 75 MR 40 A

estimated value = values[0][0] «--- MEH—4nE%XR, TUHE

REERH A TeE, MRS SR T E

eps = le-6
move_probs
move_probs

np.clip(move_probs, eps, 1 - eps)
move_probs / np.sum(move_probs)

candidates = np.arange(num_moves)
ranked_moves = np.random.choice(
candidates, num_moves, replace=False, p=move_probs)
for point_idx in ranked_moves:
point = self.encoder.decode point_index(point_ idx)
move = goboard.Move.play(point)
move_is valid = game_state.is_valid _move(move)
fills own _eye = is point_an_eye(
game_state.board, point,
game_state.next_player)
if move_is valid and (not fills own_eye):




if self.collector is not None:
self.collector.record_decision( e--- ERZPPX
I A
state=board_tensor,
action=point_idx,
estimated_value=estimated_value
)
return goboard.Move.play(point)
return goboard.Move.pass_turn()
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Keras {EAF JCIH FH £ 1t pR EN 2 H U5 O30 (B O X0 HY
M, el AR . BRATTAT IR A e AT S UE 2 A E L
Ko RHAF—PRKRAEZKT 74, EHEHENE, HAZELT
ERG TR

A H12-7 R T W & 10 B ) e 8dm T gmts, &
KR HAr R FiteR 2. X— R 55810 MEE11E R
trainsZB R,

FRRSIE #12-7 - 9l -V ARELIE £ — A sl F

class ACAgent(Agent):

def train(self, experience, 1lr=0.1, batch_size=128): «--- 1rfilbatc
h_size R RALBIMINSE, S 05108 P 14T 6
opt = SGD(1lr=1r)
self.model.compile(
optimizer=opt,
loss=["'categorical crossentropy', 'mse'], --- 10T A
, categorical_ crossentropyH T &Mt . 55115 AHRF, mseH T EHH . XHM
i 7 5 AR5 .12 - SIMod e 18] itk bR 45 11 5L AH [
loss_weights=[1.0, 0.5]) e---  RESEHIHRAREL. 0; M EM K Ee.
5

n = experience.states.shape[0]
num_moves = self.encoder.num_points()
policy target = np.zeros((n, num_moves))




value_target = np.zeros((n,))
for i in range(n):
action = experience.actions[i] e--- XHEAHMZESF10E A
MRS T 5, AERARAEAFAE I I AL E
policy target[i][action] = experience.advantages[i]
reward = experience.rewards[i] e--- XHEAHMESFEL11EAHEA
(P e

value_target[i] = reward

self.model.fit(
experience.states,
[policy target, value target],
batch_size=batch_size,
epochs=1)

WAEFTE WPt E & e s, ERAT= R e BT 1 -vEoy
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e fEE

B SeATHinit_ac_agent AV GG — M HLER N (CUACHSTE FR12-5
Frs)

python init_ac_agent.py --board-size 9 ac_v1.hdf5

BATIRBLA A 25, MEREE] I fac_vl.hdf5, HAas
POl NI . XA ARSI EAT O (B A T 3 A B BEAL
1o BUAEFATTAT LU UG il B B 25800 1 -

python self_play ac.py \
--board-size 9 \
--learning-agent ac_vl1.hdf5 \
--num-games 5000 \
--experience-out exp_0001.hdf5

R TEEVS R EEGPU, X A] DA 22 M AR e B 8 7. Y
self_playJHIAS € i, %t NAZ a0 R s :

Simulating game 1/5000...
9 O0OXXXXXXX
000X . XX . X
OXXXXO00XX
OXXXXXOX .
00000X0OXX
000.000X0
000000000
.00.000.0
000000000
ABCDEFGHJ
W+28.5

RN W UTO NN 0

Simulating game 5000/50080. ..
9 X.X.XXXXX
8 XXXXX . XXX
7 . X.XXXX00




XXXX.X0.0
XXXXXX000
X000000X0
XOOOXXXXO0
0.0.0XXXX
00000X. X.
ABCDEFGHJ
B+15.5

RN WA UTO

FATE15 2] — 1 exp_0001.hdf53C 4, HAME T —/ K ERHE
ijélﬁ o ‘F_‘ﬁ%ﬁﬁwléﬁ?:

python train_ac.py \
--learning-agent bots/ac_vl.hdf5 \
--agent-out bots/ac_v2.hdf5 \

--1r 90.01 --bs 1024 \
exp_0001.hdf5

XA A4 AR fEac_v1.hdf5 IR 2 N 4%, 4%
exp_0001.hdf5 s, AT — AN EIARI ISR, 058 AR OR A7 2
ac_v2.hdf53CAFrh . PLALER R A 2 2 050.01, #ELIRRST N1 024, B
Ry H S 40 R s

Epoch 1/1
574234/574234 [==============================] - 155 26us/step - loss:
= 1.0277 - dense_3 loss: 0.6403 - dense_5 loss: 0.7750

R, KRB NMAME: dense_3_lossHl
dense_5_loss, 437l XN S i B AN B Far H

2 f5, 7] LM eval_ac_bot.py¥ 5 H HINLES N 5T —RdEAT L

A

python eval ac bot.py \
--agentl bots/ac_v2.hdf5 \



--agent2 bots/ac_vi1.hdf5 \
--num-games 100

i N = 2R B R B

Simulating game 100/100...
9 000OXXXXX.
8 .00X.XXXX
7 OOXXXXXXX
6 .OXX.XXXX
5 000XXX.XX
4 0.0X.XX.X
3 OOXXXXXXX
2 00XX.XXXX
1 OXXXXXXX.
ABCDEFGHJ
B+31.5
Agent 1 record: 60/100

A5 e B IS 4 B 1005 T AR 160 )R, IXAEIRATT LA HE i ARAE
FLER NE 223 7 — G AR, (5%, IRE—ARplfEd, 1E
WE DN SEBRgs g A AE. ) HTac v2hles Atbac viEIE &
s, BRATHUAT LAY Blac_v2sk A BUH AL S B -

python self _play ac.py \
--board-size 9 \
--learning-agent ac_v2.hdf5 \
--num-games 5000 \
--experience-out exp_0002.hdf5

KB 5epa, AT AR T I GRATTEAS -

python train_ac.py \
--learning-agent bots/ac_v2.hdf5 \
--agent-out bots/ac_v3.hdf5 \

--1r 0.01 --bs 1024 \
exp_0002.hdf5

python eval ac bot.py \




--agentl bots/ac_v3.hdf5 \
--agent2 bots/ac_v2.hdf5 \
--num-games 100

{EX— BT R A4 B -

Agent 1 record: 51/100

ac_v3HLER ATE100/5 b 2EH H B T ac_v2Hles A51ik. X4 RIR
M Hac_v3lttac_v2ul, X IR FI45 10 N 22 e AR R Z A
2o (HIEABELE, TATELTT LI TE 2 1IN EEHE, FHik—Ik:

python self play ac.py \
--board-size 9 \
--learning-agent ac_v2.hdf5 \
--num-games 5000 \
--experience-out exp_0002a.hdf5

train_aciIAS ] BLLE fiy AT FH R N ZRAEE S0 -

python train_ac.py \
--learning-agent ac_v2.hdf5 \
--agent-out ac_v3.hdf5 \

--1r 0.01 --bs 1024 \
exp_0002.hdf5 exp 0002a.hdf5

BRRAE TR 5, AR e Sac _v2BIRIEAT XL . A
Scgmrh, WATH 73R (RS 0007, —3£15 000/ Hh3%) A 453
THAERLER:

Agent 1 record: 62/100

Ry 1Y BiAE b ac_v23R it T 62/F, FATALIA{E Oidac_v3tl
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from keras.models import Sequential
from keras.layers.core import Dense, Flatten
from keras.layers.convolutional import Conv2D

def alphago_model(input_shape, is_policy_net=False, e--- XA AEIRAE LT
FHSRAEMTURA I 45 7E & SN X 2834 F2 1B 9 4%

num_filters=192, --- B NERZEZY, A ENE
JE AR A AR [

first kernel size=5,

other _kernel size=3): c---  FUEWZOR NS, HAhZE
#E3

model = Sequential()
model.add(
Conv2D(num_filters, first_kernel size, input_shape=input_shape,
padding="'same"',
data_format='channels first', activation='relu'))

for i in range(2, 12): «--- AlphaGo ) HEH& M 2 R B N 26 I T 12 2 56 42—
H

model.add(
Conv2D(num_filters, other_kernel size, padding='same',
data_format='channels first', activation='relu'))
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if is_policy net:
model.add(
Conv2D(filters=1, kernel_size=1, padding='same',
data_format="'channels_first', activation='softmax'))
model.add(Flatten())
return model

A LAER], )5 BRI Flatten)Z K & 51 i) B
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else:
model.add(
Conv2D(num_filters, other_kernel _size, padding='same',
data_format="channels_first', activation='relu'))
model.add(
Conv2D(filters=1, kernel size=1, padding='same’,
data_format='channels first', activation='relu'))
model.add(Flatten())
model.add(Dense (256, activation="relu'))
model.add(Dense(1l, activation='tanh'))
return model
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class AlphaGoEncoder(Encoder):
def __init_ (self, board_size, use_player_plane=False):
self.board width, self.board _height = board size
self.use player plane = use player_plane
self.num_planes = 48 + use_player_plane
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13-4 AlphaGoFf S W 2% i B Il il 15 5 506 S A1 38 7 3 R ) 58 48— 2. AT N TALE

BEATEAL, JFEF A RINITRIRES . ARG S SN —DikE (RAPEERT 1A

APAFIHE) K E, TAlphaGoSERRAEH 1 48/4F 1) o UIZk H AR —A> 5B R AR Y )
B, JFHESERRE T RIEAL

BB IF I ZRAlphaGo ) R NG 2%, 7 22 5e41ia 1t —
~AlphaGoEncoder, #RJ5 61N EFE YA ids, 20 mH TlgRm
WAk, ARASIE H13-50 . XN BIREH7E 1. X— DR H]
PL7EGitHub I [fJexamples/alphago/alphago_policy_sl.py {4 A $& 3.

fRB%IE #113-5  JyAlphaGo ) S M 45 () 28 — 25 I 2R i B Bcdia

from dlgo.data.parallel_processor import GoDataProcessor
from dlgo.encoders.alphago import AlphaGoEncoder

from dlgo.agent.predict import DeeplLearningAgent

from dlgo.networks.alphago import alphago model

from keras.callbacks import ModelCheckpoint
import h5py

rows, cols = 19, 19
num_classes = rows * cols
num_games = 10000

encoder = AlphaGoEncoder()

processor = GoDataProcessor(encoder=encoder.name())

generator = processor.load_go _data('train', num_games, use_generator=True)
test_generator = processor.load go data('test', num_games, use_generator=T
rue)

2ok, BRATATCME AT Z 850 € X falphago _model BRI N Ek
AlphaGof TRIE M 25, R FH 43258 SO 40 5% BR BRI B AL B2 1 Bk
XX A~ Keras B RUBEAT 9015, WARASIE R 13-6FT~ . FRATTHEIX MR AL FR
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input_shape = (encoder.num_planes, rows, cols)
alphago sl policy = alphago model(input_shape, is_policy net=True)

alphago_sl policy.compile('sgd', 'categorical_crossentropy', metrics=['acc
uracy'])

MR —EBWMINGRFE TG — 1. MBE7E—F, HHIIZ
A a8 AR A B 28 XA S N 4% A F Fit_generator. BRINZ%
K. LSS EH A2 A, HAbH T A 65 £ 5585 24—k,

WK 5, AT LM model flencoderflfd—
“MDeepLearningAgent, FFEEAFEIEK (UAAEIEH13-7Fw) , LA
285 TR TSI ZRBT B s A

ARASIE H.13-7 IR SR I 2% - Rf A AT

epochs = 200

batch size = 128

alphago_sl policy.fit_generator(
generator=generator.generate(batch_size, num_classes),
epochs=epochs,
steps_per_epoch=generator.get_num_samples() / batch_size,
validation_data=test_generator.generate(batch_size, num_classes),
validation_steps=test_generator.get _num_samples() / batch_size,
callbacks=[ModelCheckpoint('alphago sl policy {epoch}.h5"')]

)
alphago sl agent = DeeplLearningAgent(alphago_sl policy, encoder)

with h5py.File('alphago_sl policy.h5', 'w') as sl_agent_out:
alphago_sl _agent.serialize(sl_agent_out)
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7Effi Falphago_sl_agentill| 25 | — AMFEXS 58 I SRS 2 J5,
AR AT BIRNIZE,  FF FH 25 105 47 41 B SR o 5 B0 0 kAT
Bt . DeepMind Y AlphaGo FH 5t 52 (9 2% 1 22 /1 A [ il A 55 2 Wi e o )
FRASHEAT RS, XAE13.ST TR . XA faegly bl ila,
Ha Ak FReas S 2 aF R I (H2IRATRH LR B INE, ik
alphago_sl_agent HFE#AT AKX 5. XA R AR A A R R EHE: A
H B IR ZELE SRS AR B AR 15 B i

BENT—MINGRHr B, 75 EE 50N Eih B 7 2] Sng N 4%
alphago_sl_agent{X: — MRAAE BT Bl 7 A, R
alphago_rl_agent; 51— MENTEHIXF (WARTSIE H13-8FR) « X—
AU ) LA B PLAE GitHubJexamples/alphago/alphago_policy_sl.py 344 H1 4%
Fo

ARRSYE H113-8 - PRI ZR2 S X 2%, DAEIEE B X 25 A9 XU X F

from dlgo.agent.pg import PolicyAgent

from dlgo.agent.predict import load prediction_agent
from dlgo.encoders.alphago import AlphaGoEncoder
from dlgo.rl.simulate import experience_simulation
import h5py

encoder = AlphaGoEncoder()

sl agent = load_prediction_agent(h5py.File('alphago_sl policy.h5"))



sl opponent = load_prediction_agent(h5py.File('alphago_sl policy.h5"))

alphago_rl _agent = PolicyAgent(sl_agent.model, encoder)
opponent = PolicyAgent(sl opponent.model, encoder)

FEROR, FRATAT DRI B 3T B N 2R, TR EE RS R D
SKRA SR, FVENIZREERESE . XEZL L HHE A U R IIZx
alphago_rl_agent, ICASIE13-9 . SR )5 IATT T EZAE I ZRbr 19t
) RIS AR, . HINZRRB AR EIE BT EZ AL, 25
25 AlphaGotiMEL X 25 i i 22 F 2
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num_games = 1000
experience = experience_simulation(num_games, alphago rl agent, opponent)

alphago_rl_agent.train(experience)

with h5py.File('alphago_rl policy.h5', 'w') as rl agent out:
alphago_rl_agent.serialize(rl_agent_out)

with h5py.File('alphago_rl experience.h5', 'w') as exp_out:
experience.serialize(exp_out)
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AlphaGolZRd R R =2, WREE—F, ZHIZ
alphago_rl_agentif FT A= pld ¥ [A] —2H 5 36T 28 8088 Y — M B R 2%
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from dlgo.networks.alphago import alphago_model

from dlgo.encoders.alphago import AlphaGoEncoder
from dlgo.rl import ValueAgent, load experience

import h5py

rows, cols = 19, 19

encoder = AlphaGoEncoder()

input_shape = (encoder.num_planes, rows, cols)
alphago_value_network = alphago_model(input_shape)

alphago value = ValueAgent(alphago value network, encoder)
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experience = load_experience(h5py.File('alphago_rl_experience.h5', 'r'))
alphago_value.train(experience)

with h5py.File('alphago_value.h5', 'w') as value_agent_out:
alphago_value.serialize(value_agent_out)
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def policy rollout(game_state, fast policy):
next player = game_state.next_player()
while not game_state.is_over():
move_probabilities = fast_policy.predict(game_state)
greedy_move = max(move_probabilities)
game_state = game_state.apply move(greedy move)

winner = game_state.winner()
return 1 if winner == next_player else -1
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class AlphaGoNode:
def _init_ (self, parent, probability):
self.parent = parent
self.children = {}

self.visit _count = @
self.q value = @
self.prior_value = probability

R RATE R — RIEAEH#AT R R, JFeamd 7 —BRIRR I3
W, IR T USRI W T B R E R B A T DUAERRAT T AR
U Z R, IREHRGIHER, MEARENA RN G IR EI 1)
VR bR S EE BN o A0 A Uy P 42 B ORI — R E 7 an R4
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HORIE S
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1+ N(s. a)
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o argmax XA E B2 IEFEAQ(S, a) + P(s, a) / (1 + N(s, a))ik
N ONIEE S B
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o WIRVTHHEHASIRA, WP, a)/ (1 + N(s, a))ix — <455 0] LA
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T EEAEM T EMITHEERI RS . A TR, B LIS E



RPN, A S a = argmax, Q(s, a) + u(s, a) T -
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o ifF——IBIdIRBEERENE1EQ(S, a) + u(s, o) KA E kil i 48 &R
o
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13.4.3 3 AlphaGoH 8 2 &gk

WR T AlphaGo o] FH & M 44K e M R 2 J5, A& 7
Python 1 SEILIX AN % . AT H br 2 1% B AlphaGo ) 77 =R A1) —
MAgentZs, HAE " select _move ik, A7 A AT LLEEGitHub

HH ¥ dlgo/agent/alphago.py XA 4 2

FAT5E M AlphaGot 7 5 1) e B € TR, anA%iE 8 13-14 7
L —FhRAICAE I T EHARIBHES . AlphaGoNode™ i & L & — 4
ARG BASH 7 S B A SORAFRE I T RS . RN R
& visit_count (JiFiH#H0 « —“~q_value (QfE) , AL —
Mprior_value (JBEE) o H4h, IETFENEW RAFAME LN T H

b £ u_values

%5 H.13-14  7EPython 1 5& S —~AlphaGo 1 i1

import numpy as np

from dlgo.agent.base import Agent
from dlgo.goboard_fast import Move
from dlgo import kerasutil

import operator

class AlphaGoNode:
def _init_ (self, parent=None, probability=1.0):
self.parent = parent - WA, BLATTRER 2 AT AT
self.children = {}

self.visit _count = @
self.q value = @
self.prior_value = probability e--- BRI R UG




1k
self.u value = probability e---  SEHTHRB AR RIS AT 58

WHE RSP A 3N A BT .

(1) select_child—— EAlt e, ZEwGERW, FERME
argmax,Q(s, a) + u(s, a)>RIE ARG EV5 7 5719 5, BREFRe 1L QIE
SEF L bR B A B KA I B

(2) expand_children——fE 15 s i) o] SR RGP 2%, 1k PPAl
MR R  PTa -GEaE, I A SRR I —AS8r i
AlphaGoNode ¥ /..

AL T AR 25, 505 B8

visit count. gq_valueflu_value.

(3) update_values

HITHT P A7 iR ARS HA, - anfCRS S #13-1557 7

AAEH13-15 8 i KA QIE Rk £ — > AlphaGo ¥ 11 &

class AlphaGoNode():

def select child(self):
return max(self.children.items(),
key=lambda child: child[1].q_value + \
child[1].u_value)

def expand_children(self, moves, probabilities):
for move, prob in zip(moves, probabilities):
if move not in self.children:
self.children[move] = AlphaGoNode(probability=prob)

AR B 4 — 2. B E T F AlphaGo™ 11 5 ) & TSt {5
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1342 FIRRCAAMEL, IXAHRAHI S TR Rz 7. 55—
Wic,, RIACHSFc_u, 2R s i s il DR R BUBOR— A5 4

XTS5 28 I B OS] T R 8, (A
RO ST R BT TP AR G S s B AT AN, R
D o XK UL AT i Uy ) i B 2 R T S B R A S
H R AUHE .

KBt AlphaGo 19 s 7 Rl TH 4. QIEANISE A TR e BB 1Y 7 v AR
i B13-16 7 o

AR5 #113-16 B8 AlphaGo™ ¥ sl i 1A T 4. QIELAN S A T H e HfE

class AlphaGoNode():

def update_values(self, leaf _value):
if self.parent is not None:
self.parent.update_values(leaf_value) ---  EEHEHARATA, L
Ty D e DT 258 JE 180t 3 3 7 48 2R

self.visit count += 1 - NIRRT T
self.q _value += leaf value / self.visit count --- HfeEnmy

AEEMEIQE £, FFHUS R Eudt AT 17— 1k

if self.parent is not None:
cu=>5
self.u_value = c_u * np.sqrt(self.parent.visit_count) \
* self.prior_value / (1 + self.visit_count) «--- HH
AT A7 T 280K 58 S T B R 4




Zt, A5 T AlphaGoNode 5 X, &35 5k vl LATE AlphaGoF]
BREEP AR T ATESLILAIALphaGoMCTS K2 —
MAgent 7K, JFHESHZNSHEATHIAN (AASIE 5413-171T
) o B, BANTEAXAMCBSE M — MR L. — IR
L —MMEM %S5, BE, 752248 € AlphaGo % A HHE A1 VA

e lambda_value——iX & FH T+ 25 BB 5 018 bR £ H AIA
fH: V(1) = Avalue(l) + (1 — A)-rollout(l).

e num_simulations——XME A LR EESMERF LR & Eiz
172 /D IRAGE AT

o depth——XNZHA] DL YR EIE R BN TR Z M R 8E 2 /028
(RIFR e RIEED

e rollout_limit——E{E — M RIAMER, =847 — IR
i rollout(l ). Z%irollout limith]K & JrAlphaGo#ttiE £ /b
AMEZ a1 AT S th A

RILEH13-17 WG4 —> AlphaGoMCTS [l KL %+ 254 FL

class AlphaGoMCTS(Agent):
def __init_ (self, policy agent, fast policy_agent, value_agent,
lambda_value=0.5, num_simulations=1000,
depth=50, rollout limit=100):
self.policy = policy_agent
self.rollout_policy = fast_policy agent
self.value = value_agent

self.lambda_value = lambda_value
self.num_simulations = num_simulations
self.depth = depth

self.rollout limit = rollout limit
self.root = AlphaGoNode()




PUAE I S BLIX AN T Agent ) select_move 52 [ . X754
TR EE TAE . BAVERTIH — 17 D2t 1
AlphaGoI M R ImAE, IAERATHME — NP X PMRAER &SR,

o MEIRFE—BNERS, B —FHBAH RN Lis
iTnum_simulationsKHEH.

o FRMEIH T ZE—EHHATRIIER R, HEIA$EE KR E depth.,
o WIR—NNREEAEA T A, TFESHEREIE NS Joie i
2, NN SIS ERII—# ¥ AlphaGoNode ¥ 15 A,

DAH A=
o WIRMNRATA, WitdFaetl i RMLQIE S T H M EE 2 M
BN
o FEMLEL EHAT AR L B 1E
o HEKFREIRERS, MAUMEM LS HAFUE R EL, 5 SR IS 1 % H
HIFAT G, THE IR S E
AR ABALL P 28 B ) 15 A BEL DR B 8 T A AlphaGo i £

WA Eselect_moveF SEHLIX/NARE, WIS IE H.13-18FT 78 .
HR, XANINEIGEA T R A SeH TR
policy probabilitiesflpolicy rollout, J&H<sFiTit,

A7 #13-18  AlphaGob 8 R AL T 5

class AlphaGoMCTS(Agent):

def select_move(self, game_state):
for simulation in range(self.num_simulations): e---  MHHETHLE
RETFUG, 81T 2 IR
current_state = game_state
node = self.root
for depth in range(self.depth): c---  AWHATT—FE, B
BB F8 E FIREE




if not node.children: e--- W ME SEE AR A
if current_state.is_over():

break
moves, probabilities =
self.policy probabilities(current_state) o S FH i S S R 2 2

PERIBER A R Y R IX AT 1

node.expand_children(moves, probabilities)

move, node = node.select child() e---  WMEAFAR, AU
IEFEH A AN, FEHAT R B

current_state = current_state.apply_move(move)

value = self.value.predict(current_state) - TFREAME ML
PR 4 DA S PR SR 1 — AT 45
rollout = self.policy rollout(current_state)
weighted value = (1 - self.lambda_value) * value + \
self.lambda_value * rollout e---  WELEETIME R L

node.update_values(weighted value) - TESRP BT A

BB 5 I E

EHEARROCATEED], BXERANTCELTER 7 Pra s, (H56R

FIREAEPATEIERE T, BB —, AFREREED i
ZWIENERITT o 2 JE AR N Frroot 5 A1, FRIRBLEBRIENIME, Withs
B H13-19F17R

ARADIF H.13-19 I FEVTRTHEERE AT R B R AR Y

class AlphaGoMCTS(Agent):

def select move(self, game_state):

move = max(self.root.children, key=lambda move: - IERFRAT A
P 1T b e v SR 2 1A, BT B EhE

self.root.children.get(move).visit_count)

self.root = AlphaGoNode()
if move in self.root.children: e---  MBEPREER AT,
KB W ITR IR
self.root = self.root.children[move]
self.root.parent = None




return move

XFERATHR5E L T AlphaGo M8 R I FiRAE . 1HIRATHE BT H
PRI TRk, HA, policy probabilities/iik (4nft
MG B13-2007) F T Ay &, BB M IiE, J

AHAEN, BT IR T A — . XA ITERBITE G5
ANE,  LLEIE— IR S I 28 T

ARRSIE #113-20  JMLEL IS Rah (R v S — A 10 9 SRS R 2 T

class AlphaGoMCTS(Agent):

def policy probabilities(self, game_state):
encoder = self.policy._encoder
outputs = self.policy.predict(game_state)
legal moves = game_state.legal moves()
if not legal_moves:
return [], []
encoded_points = [encoder.encode_point(move.point) for move in
w legal moves if move.point]
legal outputs = outputs[encoded_points]
normalized_outputs = legal outputs / np.sum(legal outputs)
return legal_moves, normalized_outputs

& Ja — MBI 7 e policy rollout, ‘B3¢ PG M 48 Skiz
T AEE, IR R, AESIE R13-21 0. XA ITVERIMES 2
TR DA PRSI X 25 rh e B s B, B 2 HETE IOEUA B R E
B, AEEEMAE R WERRT M, WEREIL, o 3753k
E, NER[EI-1; GREERBLER, WEREO,

RISIE#.13-21  AWHATHE Ta01E, E2IHEE R EUA Rlrollout_limit

class AlphaGoMCTS(Agent):



def policy rollout(self, game_state):
for step in range(self.rollout limit):
if game_state.is_over():
break
move_probabilities = self.rollout_policy.predict(game_state)
encoder = self.rollout policy.encoder
valid moves = [m for idx, m in enumerate(move_ probabilities)
if Move(encoder.decode_point_index(idx)) in
w game_state.legal moves()]
max_index, max_value = max(enumerate(valid_moves),
= key=operator.itemgetter(1))
max_point = encoder.decode_point_index(max_index)
greedy_move = Move(max_point)
if greedy move in game_ state.legal moves():
game_state = game_state.apply_move(greedy_move)

next_player = game_state.next_player
winner = game_state.winner()
if winner is not None:
return 1 if winner == next_player else -1
else:
return ©

2k, FATER T AgenthEZL ) & LL S AlphaGofRER S8, IR
FEFR AT LU A H P — N A1phaGoMC TS SE kAT X6 28 T, AR AgiE B
13-22f17K 6

ARSI E13-22 FH3 MR M 28 43R4 — > AlphaGofUHE

from dlgo.agent import load prediction_agent, load policy agent, AlphaGoMC
TS

from dlgo.rl import load_value_agent

import h5py

fast_policy = load_prediction_agent(h5py.File('alphago_sl policy.h5', 'r')

)
strong_policy = load policy agent(h5py.File('alphago_rl policy.h5"', 'r'))
value = load value agent(h5py.File('alphago value.h5', 'r'))

alphago = AlphaGoMCTS(strong_policy, fast_policy, value)
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class ZeroEncoder(Encoder):

def encode_move(self, move):
if move.is_play:
return (self.board_size * (move.point.row - 1) + --- A
MY 7 205 2 HTAH [
(move.point.col - 1))
elif move.is_pass:

return self.board size * self.board size «--- fFHE—1TT
PR Bk 1A 1 h E
raise ValueError('Cannot encode resign move') «--- NFHISEATE

HRZE R 25 1) 2 VB L Y

def decode_move_index(self, index):
if index == self.board size * self.board size:
return Move.pass_turn()
row = index // self.board_size
col = index % self.board size
return Move.play(Point(row=row + 1, col=col + 1))

def num_moves(self):
return self.board size * self.board size + 1
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class Branch:
def __init__ (self, prior):
self.prior = prior
self.visit count = @
self.total value = 0.0

PAER] LM B R S5 M R R R RN T o ARSI #.14-3H AR
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class ZeroTreeNode:
def init (self, state, value, priors, parent, last move):

self.state = state

self.value = value

self.parent = parent e--- (EHEMPRIT S H, parentfllast_move
#B&=None

self.last move = last move
self.total_visit_count =1
self.branches = {}
for move, p in priors.items():
if state.is_valid move(move):
self.branches[move] = Branch(p)
self.children = {} «--- HJachildren®FE o — P move it 2 5 — 4
ZeroTreeNode I

def moves(self): e IREIAFIR, BEZT S RITA RS E

return self.branches.keys()

def add_child(self, move, child node): e--- VPR RIS I BT
self.children[move] = child_node

def has_child(self, move): e--- REEMNMEEMEEREA AT
return move in self.children e---  RE—ANREE T A
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class ZeroTreeNode:

def expected _value(self, move):
branch = self.branches[move]
if branch.visit _count == 0:
return 0.0
return branch.total _value / branch.visit_count

def prior(self, move):
return self.branches[move].prior

def visit count(self, move):
if move in self.branches:
return self.branches[move].visit_count
return O
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class ZeroAgent(Agent):

def select_branch(self, node):
total_n = node.total_visit count

def score_branch(move):
g = node.expected_value(move)
p = node.prior(move)




n = node.visit count(move)
return q + self.c * p * np.sqrt(total_n) / (n + 1)

return max(node.moves(), key=score_branch) «--- node.moves ()&
—MNEESER . 2% Nkey=score_branchi}, maxZik[elscore_branch pR#UE & 5 B 73 3¢

Welf s 2 Jm, M E GRS BT AT E AT, Lk R
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class ZeroAgent(Agent):

def select_move(self, game_state):
root = self.create_node(game_state) «--- 14.2.2 Ti&JEircreate_
node [1J5SE1

for i in range(self.num_rounds): c--- RREB-AINEHSERIRS
W FEHF RIS —20 . self.num_moves R 8 2 X M8 RIS FE M 8L
node = root
next _move = self.select branch(node)
while node.has_child(next_move): «--- Mhas_childik[1[False
I, RoRCABIIE T KRR
node = node.get child(next_move)
next _move = self.select branch(node)
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class ZeroAgent(Agent):

def create_node(self, game_state, move=None, parent=None):
state_tensor = self.encoder.encode(game_state)
model _input = np.array([state_tensor]) «--- Kerasffpredictifi#i
T MEERE, B2 MEASHS . KK diEboard tensorH — N4 335 Kk
priors, values = self.model.predict(model input)
priors = priors[0] e--- Ky, predictRFuRI—MH, WHEZA
SO, BT DAL AU HE ) B — T
value = values[0][@]
move_priors = { c---  CRSRIG R EARHT ORI BB NI, MmoveXy
GRS X B S B
self.encoder.decode_move_index(idx): p
for idx, p in enumerate(priors)
}
new_node = ZeroTreeNode(
game_state, value,
move_priors,
parent, move)
if parent is not None:
parent.add_child(move, new_node)
return new_node
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class ZeroTreeNode:

def record_visit(self, move, value):
self.total visit count += 1
self.branches[move].visit count += 1
self.branches[move].total value += value

class ZeroAgent(Agent):




def select_move(self, game_state):

new state = node.state.apply move(next _move)
child node = self.create node(
new_state, parent=node)

move = next_move
value = -1 * child node.value e--- EHEENNE—Z, #HEE
DI ZR05 AR A R AN E I DA-1: X B BRI ER X AT AR, k2,
Xf FETT AR B L 20 B 77 )
while node is not None:
node.record_visit(move, value)

move = nhode.last_move
node = node.parent
value = -1 * value
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class ZeroAgent(Agent):
def select_move(self, game_state):

return max(root.moves(), key=root.visit count)

5ARPHEAh 5 HXT IR, ZeroAgent I AL E Ab BBk [H]
EHIFPE R, X2EFABRNCEE B B A& XS ER T RN T,
A DA e A HARAE A S — AL B

WMARNE L5 T ZeroAgent FISEEL, 1] L SEELHAT B FoXT
Jifsimulate_gamepf %l 1, USSR 14-107 7 o

fRRSIE H.14-10 #5440 — R B O SR L 38

def simulate_game(
board_size,
black _agent, black collector,
white_agent, white_collector):
print('Starting the game!")
game = GameState.new_game(board_size)
agents = {
Player.black: black_agent,




Player.white: white_agent,

}

black_collector.begin_episode()

white collector.begin_episode()

while not game.is_over():
next_move = agents[game.next_player].select_move(game)
game = game.apply move(next_move)

game_result = scoring.compute_game_result(game)
if game_result.winner == Player.black:
black_collector.complete episode(1)
white collector.complete_episode(-1)
else:
black_collector.complete_episode(-1)
white_collector.complete_episode(1)
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class ZeroExperienceCollector:
def init (self):
self.states = []
self.visit_counts = []



self.rewards = []
self. current_episode_states = []
self. current_episode visit_counts

[]

def begin_episode(self):
self. current_episode_states = []
self. current_episode visit_counts

[]

def record _decision(self, state, visit counts):
self. current_episode_states.append(state)
self. current_episode_visit counts.append(visit_counts)

def complete episode(self, reward):
num_states = len(self._current_episode_states)
self.states += self. current_episode_states
self.visit counts += self. current_episode visit counts
self.rewards += [reward for _ in range(num_states)]

self. current_episode_states = []
self. current_episode_visit counts = []

RS #14-12 KR sRAL IS 2 I s as

class ZeroAgent(Agent):
def select_move(self, game_state):

if self.collector is not None:
root_state tensor = self.encoder.encode(game_state)
visit_counts = np.array([
root.visit_count(
self.encoder.decode_move_index(idx))
for idx in range(self.encoder.num_moves())
1)
self.collector.record_decision(
root_state_tensor, visit_counts)
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class ZeroAgent(Agent):

def train(self, experience, learning rate, batch _size): --- ZE
%10E Xt learning_rateflibatch_sizeffJitit
num_examples = experience.states.shape[0]

model input = experience.states

visit_sums = np.sum( e--- BUini-a—. S Haxis=1K 1 Hn
p.sumif, ‘BEHRERIAE—AT IR . T reshapes i L SR 5 HT 41 23 2%t B 14T T
AR BT R LLE AT AN
experience.visit counts, axis=1).reshape(
(num_examples, 1))
action_target = experience.visit_counts / visit_sums
value target = experience.rewards

self.model.compile(
SGD(1r=learning_rate),
loss=['categorical crossentropy', 'mse'])
self.model.fit(
model_input, [action_target, value_target],
batch_size=batch_size)
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board_size = 9
encoder = zero.ZeroEncoder(board size)

board_input = Input(shape=encoder.shape(), name="board_input')
pb = board_input
for i in range(4): c--- WE—MNHIZEREMMNL . ERE— KL
N, ATRARINE 2 2
pb = Conv2D(64, (3, 3),

padding="same',

data_format='channels first',

activation="relu')(pb)




policy_conv = \ e---  JEBHVERH S IN E] P 2%
Conv2D(2, (1, 1),
data_format='channels first',
activation="relu')(pb)
policy flat = Flatten()(policy conv)
policy output = \
Dense(encoder.num_moves(), activation='softmax"')(
policy flat)

value_conv =\ «--- OB TR0 25 o
Conv2D(1, (1, 1),
data_format='channels first',
activation="relu')(pb)
value_flat = Flatten()(value_conv)
value_hidden = Dense(256, activation='relu')(value_flat)
value output = Dense(1l, activation='tanh')(value_hidden)

model = Model(
inputs=[board_input],
outputs=[policy output, value output])

black_agent = zero.ZeroAgent(
model, encoder, rounds_per_move=10, c=2.0) e--- CNTAHEIRIEITHUEE R
H, B EE g T1efe . Rl EE L K5I, AlphaGo ZeroffJi)/21 600%%
white_agent = zero.ZeroAgent(
model, encoder, rounds_per_move=10, c=2.0)
cl = zero.ZeroExperienceCollector()
c2 = zero.ZeroExperienceCollector()
black_agent.set_collector(cl)
white_agent.set_collector(c2)

for i in range(5):  «--- (EIZRZAT, JolUSREEEE. ERRMIIZGH, fHEE
KD BT

simulate_game(board_size, black_agent, cl, white_agent, c2)

exp = zero.combine experience([cl, c2])
black_agent.train(exp, 0.01, 2048)
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WA AN, EAEERARHLEL I TEEHLE: AlphaGo Zerodl FEALIE A
ANERTRET

BR—1, fER—RET, FONBEYLEHELEIE, Ayt e
MRS IBERAE . AMZRERE Y], Jelol R 7 DT iR /) SORTEHR
KWL=, PSR A3 2N s R 8. iR 2 Ja RIEA 158
b EANRLFENE, R SREIER B AL S, P BUX A Ak
fbo (HIXFERENS DRUERE SO PR AR REMR /KRG T LR s ], XA R R wl
AP EERT .

AlphaGo ZeroSEIL R RN IMi%, AR R PR M s
MEZ s, BUAR/NEREALE . AN — AN BCR) 5 75 75 A1 Hh 4k B g 75 T
DARES E—BAMRIRRCR: U SMERR 7 A ysgas, b shiE
TIANZATAT 50 o FRATT S AE AT A AR IK A 5 7 70 A FOARFAIE I F 7
] FHNumPy A= KR o 75 e 7



A0 R A MR A SRR AR BN E . oA P RER, =13
B FHrh— MR BIBNE . KR 50 B8 20 A A — SRR 0 A L 20 AT
MIKA 5e 75 73 A TR BEAT SRR A5 2 ) — M EEE 0 A . NumPy e
#inp.random.dirichletn] LA —IKR e 8 7 A Fh AR CRFE . B FE
= ESE, HFREI /MR E. RIDIE R 14-15/8R T
JUANRBIEE, GRE—NME, MHEERTRENMSZL, Wk
Ui, SRR G R NEURIMESAN.

%75 ¥14-15  F)Hnp.random.dirichlet> M\ — NPk 50 85 40 A7 HH A

>>> import numpy as np

>>> np.random.dirichlet([1, 1, 1])
array([0.1146, ©.2526, 0.6328])
>>> np.random.dirichlet([1, 1, 1])
array([0.1671, ©.5378, 0.2951])
>>> np.random.dirichlet([1, 1, 1])
array([0.4098, 0.1587, 0.4315])

AT LA — /N TE (concentration) SR AR 52 5 20 A6 1)
. EANSHOEFIC Na. BadZlTOmF, KA 508 70 A o A PR
RPH I ERKE S TR R T0, ML o R E K.
MofHECORES, HFESE RN 2 BAG ATl B SN TR EH B
] LRI . AUASIS F14-16 7R 1 % concentration Z I RICR

RIGIEH14-16  MoBzirof, MIKFI 0 E A5 Hp ke

>>> import numpy as np

>>> np.random.dirichlet([0.1, 0.1, 0.1, 0.1]) e---  M—MNREZHIR/NH
KRN 5 AT eE . G5 R BARPARER”: KEMERE K F —PA TR -
array([0. , 0.044 , 0.7196, 0.2364])

>>> np.random.dirichlet([0.1, 0.1, 0.1, 0.1])
array([0.0015, 0.0028, ©.9957, 0. ])




>>> np.random.dirichlet([0.1, 0.1, 0.1, 0.1])
array([0. , ©0.9236, 0.0002, 0.0763])

>>> np.random.dirichlet([10, 10, 10, 10]) e---  M—MIRESHIR K IR
VO AT ARE . FEREANEE R, BB P o) A B 1R ) A TR

array([0.3479, 0.1569, 0.3109, 0.1842])

>>> np.random.dirichlet([10, 10, 10, 10])

array([0.3731, 0.2048, 0.0715, ©.3507])

>>> np.random.dirichlet([10, 10, 10, 10])

array([0.2119, 0.2174, 0.3042, 0.2665])

RS AT DU B e S R S — kb 1 F Ml
BE DN OBEEE R H RSB IL TR 0 i . @%&m
A DL FCSE A S B0 M 4 5 XA KR 7 8 e 7 EAT NP2 .- AlphaGo
Zero>K H VK E 2 %18 790.03.

14.5 AL FHE IR A 48 X 28 1) A SR BT HOR

PR 28 BT — AT TR . AR BIR 2%, iy ik
WP & — B AR AR, AlphaGo ZeroX A T JLFH AT AR,
HEME B FARE . EATRTERAN B T ABRVER, (HEZ2RA]
A DMEX B E A4 — T

14.5.1 ft=H—1k

IREEAP M2 R A B, MU BRI IR, & 2% A
RKTEMERI M RER . RELR AR AT Baiiid, JHan%
R B R YE, N SRR PR E fh e s H Rom
AR EAUE . (B SRR RS AR MEIER . a0, WAk — =



[RIETA B i R LR A ZRAETE B UONIRATA R B 1 4 il
AT 2o B b, IXFRA ARG IF AN 2 M P 45 1) 52 > g

1L PG 4 H B0 4800 808 PT RE < e M SEBR N SR PERE . b1k
(batch normalization) LS 2 NRF— 2 HEGE T 31T W2
(shift) %, HEMTHRMERISR05 AT, FEXTEATRBUEIEAT 4078
(scale) , 177 ZRFENL. FIGITEEIT B, TRATFFAFNIE B Y
HRAT A, AdHEEARME T — AR AL I ZRd 1 b 7 ) B S E
fWts SABUE R )T 58, B — AR Mo AE VI 2R BEAE B B S A T

A2t A — A R T SN ZRR e ? 31X — AT R 2 i F0 A T T
. SRR A T K AR A — R N 1 A2 B 72
(covariate shift) o FEYNZRH, AT 2 030 Yt #A B2 H RS il
o). fhEIH— A n] LA IEIXRERS , 80 5 25 E R S dE . (B2
Ht st R, VAR W A e R AN R SR AR IS A L AH O, i
A — AU E FT BEAE T BB L1457 2k R B3R 15 B IN-Fi

HEIR FLE IR AR T — o AR, HE B A &L
HE CAIAR EIL T . Kerasitfit 7 —BatchNormalization
JZ, ATLARINBI ML, RIS 14-17 /R T — AN EKeras ' N B Z
VI A== Rk RN B

AL H14-17  NKeras 255 Nt &0 —1k

from keras.models import Sequential
from keras.layers import Activation, BatchNormalization, Conv2D

model = Sequential()



model.add(Conv2D(64, (3, 3), data format='channels first'))
model.add(BatchNormalization(axis=1)) e---  axisfiM Y 5&RZE M data_for
mat{EAHULAL . XfT-channels_firstZ&A, N 4ffifHaxis=1 (E—A 1) . XfTchannels_
lastBM, NN axis=-1 (FJa— M)

model.add(Activation('relu')) e--- H—UREEEGRESrelulfifE 2 [H

14.5.2 HREM L

BR—F, R EEMIHIZR 1 — A A & 3B R AR L
P25, WAL ENINBAZ AT Big b, XN RS Y
SR ZE R RE T o FERINIIIE DL T, IIZRZAAJE I 2% N i 3J2 B 24 R % AT
BZE ML AR —FEFIIR, 4R AR EEE. RrfEs
R EREG AR T 2R, MAANNERFAR I L. MEMARIX—
s TR L BN 2 fe g 2/ MBS (RIS EIZREE T AF R
BB IEAEAE SR )

EILSEP AR ZRE . EXRING—DME M, E3EM
AWM R B HLT AIE, BT BENLEE RN AR R 2%
frIdi s il i B SRS A PR, AT RES KL, BRIy — )=, H
RIULIEREARS E L, EREELMUEHMAR] . =M %% (residual
network) #t2 R FIET I 12 2 ST B B bR, G0 R 3J2 P48 BEWE L
gF st SE AN R 52 20, Al A ) R SR 4R 25 52 S iU 3R A B i
RUGE A2 ZER . (EAZEIRMONI S, BRI A /2% L 53 22
%) .

PISTI R ZZ N 4%, 7R EAET I E A A S e r i A, ik 14-6
Bz o AHUTH )2 BN ZE B ERERR ik ek i4:4%  (skip connection)



ORI, FREMBAEAE D R D NIORA S, A2~ 32, JFH

A ERIERE 5T SRR BATa] DRI 75 SR SR 2 R A= B
I

BHE j

/
=3

- BABRIE I

[ IR j

K14-6  —AFRZES. 5T PIASAERHTHEZ A% S T Z AR SR AR N . X A AL
Rk, WEEA L B A AR S AR P2 IR N R Z AR 20 (B0 iRz )

14.6 REAI B

R A 2 2% 5 £ AlphaGo Zero XU IHLER N, W EHIRZ
I8 AlphaGo ZeroJf4R1e SCIIJFRIIH o 40 RAEE— N SSOKHER
AL ik 52 xfgs, bR PN, FATA S KB TIRR G F

B}

e Leela Zeros& AlphaGo Zero XA L2 NI — ARSI & 10 B 3T
FER AR R AU R S R IICPURATT L, AT PAAE Rl H 3K,
XTI R _EAR B _E DE I ZR. fEARPE 2K B, X
4Tk 78007 MR, 1MiLeela Zero £ 45 5 K 3 A& LAk i HHN



W FEHLETF T

e Minigos2 53— MFEEIL, B FPythongw 5, %:T TensorFlow/%
S, BERULERIR 4G (Google Cloud Platform) 5E 4241,
PRI AT AR A 3R A F 2= 2RI 4T 5256

e Facebook ATHI 7T HIBAEARATIFIELFsRAL 22 2]~ 5 2 LS8 1
AlphaGo Zero& %, MR, ELF OpenGo, I{E &% RH
W, IF H2 AR B R AL —

o TR SZILIF L T — AlphaGo Zero XSG HIHLZS N, KATN
PhoenixGo. XMHLas NAEFFINEHL (Fox Go) ik5#s b FrH Bk
FyBensonDarr!t, Jf LA R TR 2 tH R TR T .

o WMREHAENREME, HABALLSHEEHIRZRML. Leela Chess
ZerosrLeela Zerof ] — N30, MEBEHESE] 7 EFZ. BE0&
BB T NFERIMW R, e RIE R amssh N orFiE, 2
Zwis 1) R E RSk 227 1) 58 D FREE

14.7 én o

2, WA EFLALE 5 RTVEABCR A AR s — Bk 7. 3R
M ok 2P : TR EZRAWEE T3 CE-YLE N, &
7 FARSEIX LEBAREA DL 21 HA 7 2%

(EAEAZRIR Tl as & 2 b WEREE B L TIPS 21
BORT N, b RO ey 17— AN EYEREZE, REfs i Bh B DB R
EEIMEA . BN TS

o EMIRALEAT AT AL IS A4 2
o EMIRRREZ A INZRHsWE?
o EMIIZRAIE R AFEH]?



o i N AN H 2 AN AT G 5 1 2
o XAMEBINTIERCIE SSs, BUEE SEHTBE R 2

P BAR PR R L2 B SR 505, ikl
KA, 3 e HoAth

14.8 /&5

e AlphaGo Zero R | T — PRt 2% . —MRURIRLE N1 FE &
2, H—RaW—J7 S

e AlphaGo ZeroJ 18 R HI% 5 5K RIS R B, HH WA E
ZX . H—, BRI AT BB R S, me R
WML, K=, EHMEMRis S RIFT R T .

e AlphaGo Zeroff£2 2% Il 25 H b2 48 i B iR @ SR I 97 IRl
o EXFEIISRH RIIME N2 I A BRZIRSESNE, M2 H T am et
R

o K TE B A de — MM AT . B IR E 2 E00T LS
75 LR A AR FERE . AlphaGo Zerofi FZk F) 7a 55 6k 75 ok 25
BRI RIS R IIEENLYE, CAB ORI IS E RS Be AR /R ER R 2

o LB VA — A NAR 72 0 25 % A AR AT DA B FRAT TN 0B TR A 22 X 2% 1]
BURER

[1]1 woClgFRi“ef”. —FHE



fif A R a

Plas 2 B AT . Rl 2 MBI 2 e b A DR A
B SR ) B A SR e v i e e o, T B B A A AN s ol .
FATBAT A2 05 10 25 1] R i X SE A LR A L, i RS AR SE R A\ M
TR LA URE, AT SR TSRt 1 — 2 R B R

IR BEE O RBRPHLEFA AR RER, A B AR 3% o

IR 1%

AR MR A i DB U B A TRl . A R XL 2 > B H
FLRAT N, B TREZHOELR, BATHERE L R Bk

o X T LM TEEEAN A, 3127 Sheldon Axlerf]Linear Algebra
Done Right 11 (Springer, 2015) -

o KTHWARTHITEEESL IR, WIEREMIRS, HEfFJames Stewart
']Calculus: Early Transcendentals (Cengage Learning, 2015) .

o R F AR EHARTAR 0 K2 IR B EU R BOR, JIB AR HEER 2 ek
i Walter Rudin[/ £ #it 2 /F Principles of Mathematical Analysist!
(McGraw Hill, 1976) .




Al . R AN 2P A

LA AL 7 A A R R 1 T H, ATF A& FE M
ik& . 7EPython™, FATA] LA NumPy# SR R IRX LA R .

MERBRNL A= I, AN P A AR ERAE, EANE
WA E NumPy 7 S2 B e A

A1l . —4EEE

R 2 N ) — e . BRI RN R R 4E . £
PythonfUAS A, FATTR] LLAE I NumPy B4R LR 7 &

AV izA
=

XIFAZ R ERIERNEAE S, HRABME, XNEX a2t

FATRT LAE I np . array BRECE — 51205 0 INumPy £ 4. ] LA
F shape & M4 Kk 2 ) == ) 4E 2

>>> import numpy as np
>>> X = np.array([1, 2])
>>> X



array([1, 2])

>>> X.shape

(2,)

>>> y = np.array([3, 3.1, 3.2, 3.3])
>>> y

array([3. , 3.1, 3.2, 3.3])

>>> y.shape

(4,)

&, shape ZiRk[El—Judl. K2R VEA A LLEZ 4R, 3Kk
ITRAE T~ — T E 2o

FATRTLAVT R A B BA TR, J7 30 5 Python 4] —F:

>>> x = np.array([5, 6, 7, 8])
>>> X[0]

5

>>> x[1]

6

A B S R R AR R EGE H . AT DL AN 4E R ] ) el 2 A
ZER AN S AT E R .. A RSN IR A A E P
XF N T 2R A

>>> X = np.array([1, 2, 3, 4])
>>> y = np.array([5, 6, 7, 8])
55> X + Y

array([ 6, 8, 10, 12])

+ 1non

FIFE, el MEA e HARR A Ee R . (XH, HkE
R B ] B0 L ) e 3 AR 3D

>>> x = np.array([1, 2, 3, 4])
>>> y = np.array([5, 6, 7, 8])
>>> X *y

array([ 5, 12, 21, 32])




EATCE B R AR WARNIG 1A F (Hadamard product)

] PURS A B 5 BN A (B b i) A3, AEIXRE DL T, 38
) B P AR TR (E IR A &

>>> x = np.array([1, 2, 3, 4])
>>> 0.5 * X
array([e.5, 1. , 1.5, 2. ])

jA) B SRR =R, RSB A . B AR, SRR
AN TG AR IR I X 2% A TR AN . DR A ] B AR — N
. NumPyp&i#inp.dot Tt 5 sifl. 7EPython 3.5 mfA, @
EHAMERFENIIRE. (FEART, FA1Hnp.dot. )

>>> x = np.array([1, 2, 3, 4])
>>> y = np.array([4, 5, 6, 7])
>>> np.dot(x, y)

60

S>> X @y

60

A1.2 FREFE. YRR

B R EBCH AR Rl —dE R, FRATH AT DL
FANumPy £ KRR RFERE . fEXFEOL T, WS HIR TR AL s
np.arrayRE, o3 E—A ZYERRE:

>>> X = np.array([
[1, 2, 3],
[4, 5, 6]
D)

>>> X




array([[1, 2, 3],
[4, 5, 6]])

>>> X.shape

(2, 3)

FE, HRERERshape2—MUUGE LA : HF—NILE BT
BN TCER S TATAT DAE XU bRk U I FERE R BN TR 5
— /N TRERRATEL B A ThRESE. 55, NumPyth o v H [ row,
column] kS AL NER Gl . NE RN H:

>>> x = np.array([
[1, 2, 3],
[4, 5, 6]

D)

>>> x[0][1]

2

>>> x[0, 1]

2

>>> x[1][9]

4

>>> x[1, 0]

4

FATE AT UAFERE R SR —47, &3

>>> X = np.array([
[1.! 2) 3])
[4, 5, 6]
1)
>>> y = x[0]
>>> y
array([1, 2, 3])
>>> y.shape

(3,)

WRARSEH —%1, WTUMEH AR AR5, nl. X
FRARNE? WV A] DLIE : A8 % iiPython ¥R V) I8 HAF, XFE[:, n]HY



BBy A A AT, BT RESnS)”, Nl

>>> X = np.array([
[1.’ 2) 3])
[4, 5, 6]
1
>>> z = x[:, 1]
>>> 2z
array([2, 5])

M —E, FEMESCRIINEG . B TR IIEMbr E I

>>> X = np.array([
[1J 2.’ 3].’
[4, 5, 6]
D)
>>> y = np.array([
[3J 4.’ 5].’
[6, 7, 8]
D)
>>> X + Yy
array([[ 4, 6, 8],
[10, 12, 14]])
>>> X *y
array([[ 3, 8, 15],
[24, 35, 48]])
>>> 0.5 * X
array([[@.5, 1. , 1.5],
[2. , 2.5, 3. 1])

A.1.3 =FikE

R AR IR, BT, AR B DL R At 2 P 2 i LA
B AR A . RIS AT A, #ORT BAVE P ASFISREL L. ARA N
AT FH A X RO B AR ? — Rl o5 R R R
N—RIVGERE, HA R R RS SRS RST A



XL ES, R ERRERERR Y ) (plane) , B —MiHIE
FEANEE A] IR OR — g TR AT EFRL A, JRAT
AL ETE, —MEERRER T, A NEERREH T, EA-1E
AN ARl AEEBRRE S, FTUH - NMBIER R, HoMEER
NER, B MRERRY, WSS ATERT DLH —> =418k
RRBANEFERS, PN Pk (rank 3 tensor)

(channel) .

ML
olofojojo| Jo[0[0]0]0
OO olojolofo] [ofoli]o]]
olo[170]0 olojol1]0
‘l'(:) olof[11]o 0lojololo
- 00000 olojolo]o
| (T (FF)

FA-1 I PIANIETE R KRR R B A . 7= B 2 — S oxS B . BATH —MEERR
By, BNoAMNBERRAT. B, BAMEH2x5x5 1 5k Bk &R F B

=Pk E R 5 — R WS 2 BHR R . (R ATTAR Z - NumPy £
HRFR128B = x6MEZRINE R . AERXMELT, ATEN N5 EIR
B=— NS 6 . TR 7, B R w4 V4L
%\Ezﬁé%@Aoﬁ%,ﬂuﬁ%yuwmw%iﬁﬁﬁgﬁz~
ANTAGETE . — e EiEE M — S 0

g, M, TUMEHnp.arraykiigskE. ERIBIRE
—MEE3IN TR TTA . FATH AT RIS AR R IR i

>>> X = np.array([
[r1, 2, 3],

[2, 3, 4]],

[[3, 4, 5],

[4, 5, 6]]

vl b w



D

>>> X.shape

(2, 2, 3)

>>> X[9]

array([[1, 2, 3],
[2, 3, 4]11)

>>> x[1]

array([[3, 4, 5],
[4, 5, 6]])

SR EAGERE—FE, SKESCRIING. B ToR FE b Rk,

R — A =EIERI8x8RHE, R LI 3x8x 8Kk F Bki8x8x 35k B R K
AN X PN R T R ME— DXORlAE T HEAT R G107 2. A B ek ik
PHGR T, D0 DR R B RE ke &R 51 7 e AR H T A ]
2P Keras/iE, X ANEDT AR Nchannels _first (RJEEZAE
Hf) Mchannels_last (RU@EERAEED - AERZEIGEH N, G —
g OF AR RFEZEEFE—F, I —BERFFRIA . EARFF, A7
ffiflchannels_first#=.

=7

AV )
=

AR AR BT AN BIPLE, A S S [ NVIDIA
GPUXfchannels_firsti& = HEHE A Frnl ik

Al1.4 DUk E



FEABREZ T, FRAMEH=FrokERRoniift. AT iR&EK
2, PRA R AR B 2 M AR RS A . — R AR T SRR LA K
HATER— N U4ENumPy £ : X IEZ— A PFrskE. JATA PR A
VOB N =Bk E R 1R, HihaD =k E AL — D i
g

JmL o

FRE AN ) S br B K ERIRR . R R ik E, mEE—Frak

B MEKEML M E T

AF AR BN S ik R R sk, (HHSNumPy nf LR R
EEPHKE. mErkERMEE R, (H el AREBeZHE A
i

A2 PRt TR gy R EUR SR RE

TERAR 7, BB R R N 7240 (derivative) « FRA-15IH T
— L T St A A 47

KA1 FEHIRB

T

=
fEm

(NS TRAE BN VI AT 22 R

LA 2K IKHE 32




(ISEEZK- N B (RER) T2HES

FHAR—ANEERNET, EAFERE DR, SFEEE
AR o AE— IR ARAT Y, AN R A I TB] A AT B mT e 8 T AN A,
(ERATRR FE IR SIREES R A K. R ICRITAALE,
AT CARDE Sk 25 M IRAT AR — s TR . Xl

HeR BB, HRHOVIE: HRBusEe, HSEO8 7. KA-2
Y TR AT IXEREIR, R DU R HOR 4R A
(local maximum) B/m 4% /M (local minimum) » FECH IE FIAEAA
7, #RILARAR S — R, JFERBIE RRE .. R s, R
BORAE DA, P FEON T ERXMER T, B 42 A
— o fERERKNAEAL, SECREINE . 2R HHR/IME 1E 2 H
AR, R R m A R AT R 5] .



PR EIE 2% 4

B E0F 75 16 08,

KA-2 BB S HSHOVIER, RE0ENE; HPUOVI, RE0RE; 2SRRI E
I, BREET R AR ME B K . AR Z A, AT LR A HOR - 4% R AR /IME Bl K
{1

LA 2 TP IV 2 iR B A s 4E I AR v N, It A4
FAE NH . FRATTAT DAY R A R, 2 NI B ok B S AR OB B
ME . XLEEpRE T H, RAVEATR M ASEYEE A FE &, AR
NELJE (gradient) o X THERENILER, HEMSSEHFERE
ZARAR RN B BT ). R B A P AR A SRR 21— R B R OKAE 1 J7 VR
AR TE 7 (gradient ascent) , 1] SR AR/AIME I T 1R NG S 1%

7J: (gradient descent)



FERXFMEDL T, R R B R ONE =L Ml se A il Bh. 2R
IS, 965 FEE TS i 1 o v v 85 o PR 5

PG HBRE AT ERWONE, AR RIRE S A, KR2H
fa] FARE R B ) R EA L, T DAVERAR 7 2Rk b A 2. Wl B ke
Bl 1V 22 ] R R B R A — AR D7 SOk e S, AT A R PR
RN A AR I R KAL) 520 TensorFlow A1 TheanoiX £ %
# SR AR AR B B RS AR R B 28 iR AEKerasH E X —4
FORHIEREL, WIAREBR SHEMRE AR T Keraskil T/EAC 4
TensorFlowa¥ Theano & 5€ % -

(] PSChR 4 CAMRBSZRRE ) (AR MBHLIGHE, 2009) .
R

2] RS (BEEadr R (FU Dk e, 2004) . ——iF
FiE



fiixB S Al 1% 5% 5%

HSEAE TP A& MZS, Hifie 1R Mg, AR g
M8 S 745 45 5770 (backpropagation algorithm) , JFH & RIIZki4
P2 o S B SR T ART 45 HY 55 5 5 o ] I $i2 21 5 BELRE A8 T AOH6 B2 DL 28
SEFHLE], S ETEANRI A4

PATE S RTINS T S LR S, R THE I X
ANSRLFORAE L B E A A 9 28 55 AR R 2% . FEER ARATTE
i, AEFRATSEE A FIRRIPIaE B E., R4 = B 5T 5l
%o

B.1 JINMfF50E

TEARATH RN E IR A VZ AT LM% . XIZHE—Z
A — A sigmoidiuE i . HiZ BRI AW L, Tk 22 id bt FRAIT
HxRF R —A/MEER M 2N ETE, HAROR S Ak FyRERM
gt o FATAT LN JoxFly#f 2 m &, REITA ERER L —
IMIEESRMEHATH . 75, BATBEELG NN,

o WAMEEIEIBIE M L Ay, Bly™ = oWy + b)), &, y™
[ B 72 S i+ UZ N o

o WAHEHIANE ERIRBIRR T v, W, Z=Wiey +
b'.



o A TRXMAPIRGIRKTTEILE, WA LIS = wheyl +
b', Tyl =o(z). W&, HXAEE, Wit SEy =y,
NEGfEx =y0, (HRAEE K SCA DA H A EE,

o fJa—Midik: BATAEREZEa(Wy + BYILIES ().

B.2 it 2% ) S e) AE R Tk

5 FH R THI 2 SCRIAC I, R WA 4 0 5512 I AT 170 45328 T DA 1 -
Y =o(Wiy'+b) = oy
SHE— 2, AT LA AR X AN X, K T4 S ks
y=r'o - ofi(a)

HI T AT TN 4 EHy AR 9T 545Kk bR B Loss, A L5 2K B A B
AT LA ARACL 5 3w 70 B

Loss(y,y) = Losso f"o -+ © fl (a)
FUHE BRI R A 2 A, 1T DAT b R ek R 0k

W, B R 2 TeAR I AR 22— ) b ) 2B N B 2 )
CIPSEXEE

dLoss dLoss df" d f? E
de — df" df! dft dax

BUERT LA R € CRIZ I 5 (A .

dLoss  df!

Al = o .
d f" df!




56 AT LU B, — i 5 i R AT [ 4% 34 SR ABL D 7 SORSR TE 1Y
&, RIMEA TR A&

I
df!

ER, WHERUL, BT IRATESIE MR R, I N AR
HIR B NS . WER EE, IFAESRTTEE, a5 A 5 A Al =
R 2 — 3. FATIMAE T Z 8 H FAH G 348 sigmoid ek £ A
5 5 BRE S T A 3 Hm] AP SEAS

|
o) = £ = o(x)(1 — o(x))
M
(W +b
AWz +0) _ 4
dae

R EXHHAR, AT LE B N EEi+1)Z M 232 & AL 7%
RETATLT

Al — (Wi (AT ()

RN AT, EWRTRAFEERE. MO S, BRI ART
T, FARAANRIERZEANTGERFM . BT E R L AR AN, —
MRMER, 5D RERIER L
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P RS . AE TR X 25 FT R BRI AR =, S AR SRR R K
B R — B IR g R R RS AT FIA% 3, FHAct 3R 5%t
FIBOE R, A ZHEAT AR R 2R, 75 BT i e e

e Ao

o
Al = — [z
dg =~ dzt

FATF EAE Tl 2 BGRB8, DU R RS
XL R R g S H. CRITA RO, JRATTEH T DORE HE R
A SHAIREE, X5 A AR JE T A A R 2= 17 A R . X
FEE MG, B ZARAT EANG 2 A B RN AT S b, 73R R: £
A [ A, H KT T R R 22 1) i e TR A% 4%

B.4 i A N 45 1 e 1) A% 3k

FEAAS R, RATR RO AP LM 4, H I AR 3 R = K A4



raVsihe — N AEBRIF . FARHF et —NEa 2 M, 5k
HEHN, ENEEG.

BB EAEm N . — IR H =R — gy
JEmER 7 o XA R AR R, H A3 ] LAYR o ik A T B
B, eI, X R A S BRA] PLr Al i AT
HON IEAE R AT — SR AR 3 R R DTS 2 5 1

FERA VLIS B NN . I RIS, S DURTET T 617
IS A A% 3 R YRR AS eR 0T B ORI, B in M AN BT
I — A e, kg, RN E, B
A0S n Ay 3 ORI A M R . X ] DAL, A
BRI R A0 N\ S SR A

i nd N . méar T, A) DURE R 1 20 R Tk
KL LM, TReErVBRERZER, G200 E WG
HE AR X AR o

B.5 [ [l A% O S B ik

AT LU S 4% 1 R AR AR e LA 2 >0 B35 v Xt i X2 T
RN BEIRMIRR ERE, WhSCmliX A i, (HAESCE R 20l e A %
&, BT I FEIRZ ML,

Hrpfp EER) AN, QR BT AR R0 SR L T,
i I I VA 26 2 I ) A% A N N RABETHSRL . T SR 1 A 3ot i R g



Wk 85 R E5F, S IAfE I gl N E B e 1. B, i iMs~
=A@ 7 N A 1K R . AR5 NEIHRHsE I T, BAR
AL ERPRSTF AL, BRER AN &, DU AN G .
PSR AL R BRI 2%, N OR T S SEILRCR g, IR H A
A 2 B

A — AR R IR AU EE B, B R R R . Bldn, 3k
fegihgnd, & R HT R g th 3 AT AT LLE O 3 2 AR e
sigmoid i B EUE /F — A H¥ot, s R efivr A AFRRZE . i
S 2 A 0 10 A A TSR R AR B TR AR S I A A B, BT DA 44
A A A% T SR R R XA 1EE B ARAE oK. 534, T sigmoidiik
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fif<C B[R 5 H Ak 55 4%

A URAEL AL B NEBETE. By, BilaERm
(] 5 2 22 2 A Y P AN Bl AR P——GNU GoAllPachi. %%, Fdll&
B TAT B BLIR 55 4%, n] DAAE L3k 2 B Rk ) N SR BRATR 2.

C.1 MR

EEANVE AT N AR 0T iR . BRAT2 AP~ st
M. BRRE, e OEFAE TIRZE T . GNU GoAllPachi #K
T SRATE e B G 2 M RAD VR . X B EIFARN T
WeEN RSB, 2N A2 DIEARBRKI T, =98, 34
WA AR EA T B AT IR R X 25

FRE A B FE I —FE, GNU GoflPachi#h 2 3R A 14 582 4y
HHEIGTP. XL A AT L Z Fh 7 20kiE1T, BEATHEIL:

o TLLHMATIBITEAN], HHAZHGTPa 27 A T2, &

IAEZE8 = Fr F X Fh 7 2ok ik B C ML 28 N 5 GNU GofllPachiXt

7%,

o WNFEFH AT LA GTPH v, BPEIE A . X FE AT AT LA 5
W5 EATHATIGR T .

C.1.1 GNU Go



GNU GoJT & 119894, &3 H Al A A5 0R i% BR A B vy 22 ) [ AR 5
L~ ERECHRURAT T 20094F . BARIEHIITRRD, HRZGNU Go
PR RARZ BB IR S 28 7 E BRTTADY T, JFHEmREREZETT
TR L 5| B B B — A BONMCTSEBUIRE 7 Sl N4t T
— MBI, 5235 AT AIEGNU GoHI'E M _E FEf 2235 e, & X Hr
HEE R4 H5Windows. LinuxflmacOS. B MILEFE 1 H a2 17 A1
(Command-Line Interface, CLI) %3¢GNU GoHJ i B (Y, DL &
EUE A R . B2 BECLIT R, 33 75 Z5oH FIGNU Go — i i 3L
i, R 4% N ) tarball /S 4 6, 48N EOC A I INSTALL A A
README XA 84, AT 234, i T BRI, WHR2£Windows
FILinux#E R 48, A 1HESE 23 TagoClient; 415 £ macOSHEAE 24t ,
PATHERE 22 3 FreeGoban. ZLMA 223847 AR, AILLBAT AN T dn 2

gnugo --mode gtp

XA A2 IGTPR R S 1GNU Go. FEFSTT R —/m19x19kL 4%/
L LE 2R, FRMa AT SN . Blan, v PLEE N genmove whitedf#%
Enterf#, ZIKGNU GoAi—F a7 FalfE. iR E—4=f5,
FAR—NEER S, BERE—SIMER MR, B, BIEnTRE =
C3. {EH8FE S, WANMEGTPELIN MMEHGNU GoRAENTIRE 7 >l ds A
RIS

R T MR 25, RE0] LE# SGNU Gok— &
bzt WA H CREREZ T .



C.1.2 Pachi

Pachi S K Ui EEGNU GosAb, Rl PAEEHIE J7 Wulh B #. 5
b, PachiftJPEACAG AN TEAN ) 22 3645 %, AT AZEGitHub E3kF] . ZEEE
Pachi, PJPAfEf41Ti84Tpachi, JF8EAgenmove blackil &4 mi—
xR ) FE T Bh1E

C.2 [k % 48

12 H SRR B S B o 2R B ol , SUIRA 4L, (BAEZ
IR S &2t TP 5. Ha KIAREADY T, AATELE A AT
IR F & FVEMIK S, S54SR, ST R 357K-F A1 44
Mo RMATTRUL, EReiRMETES I wR. BN MRII3R . ML
MoK, FEZARSS & v] LR L ZAR IS I, ke St AT
. 1 T LAESensei’s Library b3 2] — MR K FEBUR S 27158 . 3R
AT A A 3R 1 o 0 i RS A . BT AR AT i
1), RN IRAE S R BB AR IR 55 4 SE bR B A2 R S0 3RS0 E 32, A

TR ST HRFAARPEZ RSB, A IRAT AR 2452
PR FH IS AT CAT 1] (1) LRI 5525

C.21 OGS

OGS (Online Go Server) #&—/NBHL3E I T i FE AT 6
OGSt 2 FRA7E 5587 AP SR E A F K s WAl i Fe bl 2 N 1 Rl AL AR 5%



#r. OGSTUREIRFERE, HHMMME, 7 diGekrEHEN, EIEFER
YGRS 3 2 —. T H., fEEWRIEE Z0E .

C.2.2 1IGS

IGS (Internet Go Server) I T19924F, &iHERZE 45 E 1 H
MRS AR —. BE—HAIRZXGE, 1mHAE2013F B 1 Atmm. &
R I JE A Macs i R A AR 95 48 2 — . IGSR a4 /) i
MR S5 a2 —, F P e 4R

C.2.3 Tygem

Tygemze —/Mh [E P FEIBRS 48, BT Re2 AT H K3 RS54
FTHPRZE 1 — RPN ZIER XL, #RREE AT H &
FACE RPN T BERIZES JRAER . 1R 2 1A TIBOV AR T8
Tygem b N CHRMESES)



D FHAWSSK I 25 A0 355 2 F B R 7 5
A AR 5% 28

FEA MR, FA TR 57 > i A1) = ik 95-F & Amazon Web
Services (AWS) FJEEMERZF IR 7 AL . FE4R a0 ] = il 55 BA S
FAER R — ANl BA HBRE, A RRT R AR 32
B F ) N AITRE:

o [EAWS L% E — MRS 2, A TIRE S IR AIZ:;
o [E = UfiIs TR 2 3 S
o A W T A L HLZS NI E BIRSS 28 L, 2L A N

g GATN, AWSR IR BRI =S, it rMRZ M
Ao PR EARE St nl A AR = R S5 AN 4, (EARZ BRI =
S5 T LI AR S5 AR KL E LA P&, R R Z R Hrp— N A A A
B, HURehs A Bh e A A A AR 55

B HAWS, 507 S E 7 s . A AT LA
AWSHRAE TR FEIE AR SR . AdEAB T EE R H
AR H A — A RSSEIAT: @it B = (Elastic Compute
Cloud, EC2) . EC2ib AMITAI LARRFA H YT 1] 2 o ) R AU IR 95 25 o« 32 T
DARPE N NHIFE R, 451X LBk 548 LW B A R AR IC B . Z o
WZRREEMP M 2%, TATFHEHBREKPIGPU. BEIRAWSIHHFA L GE



AL —ARNGPU, HRIEHIE K = imGPUM T 8], A/ EKK
SRR BN, IIRA KN BRI T 5 o

B MM — R TEAWS M — MK . S ED-1FR
IR HL

MR G, XN TRA EJ7, s Sign in to the
Console” CEREHIEHIG) HRHENIK P T . 285 0 < Bk 24
N B R & DU . Mo il B B A=, sl “Services” (i
%), SHH—FAWSIZ GRS . R EH A I “Compute” (1150
7r R HI“EC27 IR I, W ED-2F7R

XAt kit B EC2HI B BRI &, B2 R YHEEIE T
S, DUACEATRIRAS . 98, B TARRINEEN, N49E 204 1R
TR . EJRB)—NFsEfs], midr“Launch Instance” (JE3I5EH1) 4%
H, WED-3/7,

FXH, Wi BRI — DTS LS (Amazon Machine
Image, AMD , E&— K, F5] L2 2R 1 Se] B prg 3
o BEGEALE, AT LURSE— AN IR EE S SR fE I AMI. 7 22U i
BT DR BIAWSTEH)E (WED-4) , BARZSEHKE =77
AMI.



Create an AWS account

Email address

Password
Confirm password
AWS account name €

| Continue |

Sign in to an existing AWS account

© 2018 Amazon Web Services, Inc. or its affiliates.
All rights reserved.
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Lightsail
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Lambda
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Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Launch Instance w

KID-3 a8 —ANHT I AWS S

Quick Start
My AMIs
AWS Marketplace

Community AMIs

¥ Categories

All Categories

Software Infrastructure

(2320)
Developer Tools (567)
Business Software (1154)

KID-4  JEFFAWSH

ER)JEH, $#2Deep Learning AMI Ubuntu, #1ED-5f15~. METF
ATPUEH, XANSEFZ/77EUbuntu Linux#(E &4 L, MHE& W T
R A Bitn, XASsef] el BLK S| TensorFlow MKeras, fij H.
P 0 75 GPUIRBH e 36ty 1o Ak, HiXNLfERir )G, B
A LLEAZEITURIR B SI N, T AN FHAE BRI [R) MRS ) 25 2 B 514

RN E MAMIGE TR IF AL, (HEWAR TR . WRIK
ME MR RPSLE], JUAEFBN LR 7 =% (free tier eligible)
. i, EID-4%8 7R “Quick Start” (BEEEZ) H BRI KHE 7 AMI
#RA ) LU DR IRIF )



Quick Start

), Deep Learning AMI Ubunty| X
My AMIs
Deep Learning Base AMI (Ubuntu)
AWS Marketplace e{g‘gﬁ&g
(1)1 3.0 Sold by Amazon Web Services
Community AMIs $0.023 to $41.944/hr incl EC2 charges + other AWS usage fees

16.04 | 84-bit Amazon Machine Image (AMI) | Updated: 1/256/18

indational building blocks of deep learning i.e. NVidia CUDA,
ine learning ...

¥ Categories

All Categories

More info

KD-5 & NESIHRE S FAMI

RBETEFFIAMIZ JG, S —MMrZ, BHSRIgiERErE
BB IRXAAMIFIN A, tnED-6F77 .

Deep Learning Base AMI (Ubuntu)

Deep Learning Base AMI (Ubuntu) Pricing Details

a'pazon Comes with just the foundational building blocks of
wel

S deep leaming ie. NVidia CUDA, cuDNN, GPU

jourly Fees
drivers, and low-level system libraries to scale and
accelerate machine learning operations on AWS Instance Type Software EC2 Total
EC2 instances. The base .5M\ serves as ? clean R3 Eight Exira Large $0.00 $3.201 $3.201/r
slate to deploy your customized deep leaming set
up. M3 Extra Large $0.00 $0.315 $0.315/hr
R4 16 Extra Large $0.00 $5.122 $5.122/hr
For example, for developers contributing to open ... M4 Extra Large $0.00 $0.24 $0.24/hr
N Moreinfo & aohics Two Extra Large $0.00 $0.772  S0.772hr
View Additional Details in AWS Marketplace 8 Gt B L $0.00 Sie s
Product Details High I/O Quadruple Extra Large $0.00 $1.488 $1.488/hr

BID-6 R ] AMIFIN RS S AR 8 e S 4 AN ]

Bk DU SLp 2R . 7EEID-79 ] LLE BT A 4k T GPUTE
REFISEFI R . 1k FEp2.xlarge e — AT ARIE T, (Ha2iE il A A
FIGPUSEHF A AR & 5t WARAR A 2 A E 22— T AWS, JFAKKHR
FEoR I DIRERE, AT LA £ — M B i 2.small L] A 5 52 A
FEE R BR, AA2.smallsifl 28 B 7, S LA B gl 2
M T B B I GPU S



GPU graphics g3.4xlarge 16 122 EBS only
GPU graphics g3.8xlarge 32 244 EBS only
GPU graphics g3.16xlarge 64 488 EBS only
GPU instances g2.2xlarge 8 15 1 x 60 (SSD)
GPU instances g2.8xlarge 32 60 2x 120 (SSD)
GPU compute p2.xlarge 4 61 EBS only
GPU compute p2.8xlarge 32 488 EBS only

GPU compute p2.16xlarge 64 732 EBS only

KID-7 EFEE S H O FRK LS

RIS 2 5, A BLS A T M H“Review and Launch” (&

BMEFD A EREE S (B, KONEA L WE T ZE R,
PLAT PL 5 7 “Next: Configure Instance Details” (N —25: [t & SLBFEAIME
B #H . BN RIE3IL BB S XEER] LUR Rk, (HRZH6
»U“Configure Security Group” (BCE %44) 2 EFEN. AWSHZ
42l (security group) L& U Crule) SRegz i 451 1) 57 I AL PR
P17 B AR5 AR .

B, WA ERE I SSHE U A 5L . SE4F 1 1 SSH 122
Nz FTH 7 G HIX— 2 BOZ A& H SL ] _EME— e e gD
(EJE IR TR EZN U7 M H PR, R R MREI AR HIALAS B 5% . XA
et T e E, A ATCIED AR AWSSES], 1 2 A RIP
RAFVFA] . IX— Al LEIEAE“Source” CRIE) LikFE“My 1P” (I
TP SRSLIA .

KRR TR E5E — PMWeb M, HEZJFIEFRE MY NBE
R HAN P EUIRSS2S, BrDOE N 44T HHTTPS:G [180. 1 LG &
#7“Add Rule” CZRINFLND , SRJEEFEHTTPRAY ., Xitfier B3l
P 11800 HT3A 14 B A NARRe e IE R A 1Tt BIHLE8 A
IRl e 75 B AE “Source” CRYE) B ik FE“Anywhere” (B[ E) .
8% FIHTTP AL N84T 7631 15000 L, A DA RAZFT XA



i . APt rh — MRS 4R 80, I R — AN Ei&E I Web R 55 7%,
SRIG E 2> B N EE A8 [F) 1500085 o (B8 T 5, FRATE 4
Mezs 4ok, ERET TR 5000, X NHTTPS A S5 ik
FE“Anywhere”, XS — M ESE, (2l TRIAEHAS
A BRRBUR AL A B RRE 7, R AT DL

R SR A% RN A i e B4 Ul I RO, A PG L 45 R N N I D-8
FIT7R o

Security group name:

rd-2 created 2018-03-05T15:13:29.904+01:00
Type (i Protocol (i Port Range (i Source (i

SSH s TCP 22 My IP $| 77.186.19.206/32

Custom TCP I 3 TCP 5000 Anywhere 5| 0.0.0.0/0, ::/0

all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP addresses

KID-8 NRIFIAWSSZHIEL B 2440

SRR EZ G, 1L AT “Review and Launch”$#% 41K J5 5 52

Ble XFTH—AN5 I, WEZEEE AR %A, S —14
O RN . IR EAE MR g B ik £E“Create a New Pair” (g —4
FrE R o XHEME—FEEAR RGN A0 (key pair
name) , &) mdi“Download Key Pair” ( F#ZEHHN) Sk N #AL

(secretkey) o NECHIE AR AT ATR, XA R4
e.pem. i PRUER X DRI IR — D2 e r 7. AR 2P HAWS
M, I EEER St — B 7 — N, DUE R R
BHE 7. RESHGREFE-DCHREHX) finl. £ED-9F LA
FHAIE LA T — 4% ~Nmaxpumperla_aws.pem ) 2 £ %



Select an existing key pair or create a new key pair x

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance, For Linux AMIs, the private key file allows you to
securely SSH into your Instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI

v Choose an existing key pair

Create a new key pair
Proceed without a key pair

A No key pairs found
You don't have any key pairs. Please create a new key pair by selecting the
Create a new key pair option above to continue.

KID-9 NAWSSLHI B — B gIxt

XFEL e § fJa— bW E, BAE R PLsS di“Launch Instance” 41
KBNS 1. FReE B —AMFK A“Launch Status” B 3PRED FINEYE
U, AR PLE T A N 7 “View Instances” (BFSLH)) . XFEL[H]
FIEC2EEF RS G (I 4H] “EE“Launch Instance”fT T HI A o I
FET] AESI R BB BRI SER] 1. SR — BN G, SSfPIRESm a2
Arunning” (GE4T7H) %H?“Hmﬂ% DE— e N, XEWRE
S AR, AR LUEREE 1. sy LWl 2 07 M EIEE, B0 T
[H T ) “Connect” CGEHZ) %4, X M ST —ANED-1057
AN E



Connect To Your Instance X

I'would like to connect with @ A standalone SSH client
A Java SSH Client directly from my browser (Java required)
To access your instance:

1. Open an SSH client. (find out how to connect using PuTTY)

2. Locate your private key file (maxpumperia_aws.pem). The wizard automatically detects the key you used to launch the
instance.

3. Your key must not be publicly viewable for SSH to work. Use this command if needed:

chmod 4@0 maxpumperla_aws.pem
4. Connect to your instance using its Public DNS:
ec2-35-157-25-32. eu-central-1. compute . amazonaws . com
Example:
ssh -i "maxpumperla_aws.pem” ubuntuBec2-35-157-25-32.eu-central-1.compute.amazonaws.com

Please note that in most cases the username above will be correct, however please ensure that you read your AMI
usage instructions to ensure that the AMI owner has not changed the default AMI username.

If you need any assistance connecting to your instance, please see our connection documentation .

KID-10  BUZE— AN 2 80X ks [/l AWSSE 43

EATHEA S T KREEFHMEE, BEHE P ESEes, Frblisra
Pl AR, EAdh AT s shiE el TE 4 I RITHF— A
LATE I, SR “Example” GRHID T A MIsshand, N 4ReHE
SN ERITAWS SEF 2 . XA 4% T

ssh -i "<full-path-to-secret-key-pem>" <username>@<public-dns-of-your-inst
ance>

XMW S, HERITREA KT, JCHRERIR 2 95k
SSHIZEFL 77 ZEAL PRI . ELAEFAB ARG B faj B2k, AT W] A4 SSH
FC B SO TEUNIXEREE A, X ANAC B SO — M AE TLE ~/ ssh/config SCAF
. EHARRG T, EREAEIAE. ARG BE, {EsshHxPH
XA, RJEHEANITT A

Host aws
HostName <public-dns-of-your-instance>
User ubuntu
Port 22



| IdentityFile <full-path-to-secret-key-pem>

FAEIXAN A2 JG, AT LB 21T B A ssh aws KR4
To F—EEN, RESRNEGHINER:, # A\yesIFiZEnterfi ]
Al PRIVE SR AR INBRX AN S B (r] DLt iz T cat
~/.ssh/authorized_keys>kR&EFEIRIIHHN P 2R AE) » LU
AT,

i — IR} & X Deep Learning AMI Ubuntu AMISER T (R /R %
FERAEIXNAMD [FBHR, RG] /R E M — N Pythonih ik . H
F—AM%&Tisource activate tensorflow_p36, f&H & HPython 3.6
AL SEHE [ Keras Ml TensorFlow 5 Wl AR B A0 £ Python 2.7, HB4
Al Pl FEsource activate tensorflow p27. {45 1T 4 &
H, TAURBARBE IS 7 AN, il H S E A it 1 F APy thon
WA o

FEAR ZE VIR AN AE SEFI B AT AR P 2 /i, RATTSE PR e — T an ]
b=, X — pUREE, KON WIR S04 1k — MR & 5t H SEH,
RATRE T RN H LA . &L —Aef], 772 Rin X
ANSEAF) CRIRTTR—4F, sl Sefl 55 A M2 eE) , #eg fish i By
ff)“Actions” (#:E) %4, 55 midi“Instance State” CEFPRZED ,
miidi“Terminate” (#£1b) o ZIE—NSElfE, SMBRZEALH], BiEE
AR NS TUAEL L2 /T, ERIREN T IrE & 2R
vh (BlanilZead iR, AT EME N B S mEdE. 51k
W, s2fF ks (Stop) , B RVWLAEFHRESN (Start) SL]. (HIgTE



B, MRPEIRE LB FT A BAE TR BT, IXRE R REIE R i R B & %
ZMIER S, Rt —1EL.

D.1 EAWS i 7 7)1 25

s — V&2 )5, AEAWS EIBAT — DR EE 2 SR RN Az
7 e RN . 1 e /220 DR BT AU A A e R A 3] 17 sk
Bl b BB, —AREARINER N scpir & et = A E
Ko Blan, AAHHLEE B, AR b ar R TEE DMK B R RIS
7E

git clone https://github.com/maxpumperla/deep learning and_ the game of go
cd deep_learning_and_the_game_of_go

scp -r ./code aws:~/code - RARHE A H A 1) B R AWS S5

ssh aws «---  JHssh&IEsLf)

cd ~/code

python setup.py develop «--- ‘Z%dlgo Python/E

cd examples

python end_to_end.py c--- BATADHEREBIRRR G

FERXARBI, BN FITE, e NIRATHGitHubA S 2 b Fe AR
e fESLET, REECaMudX—4 7, Frbl®ELg it Otk
B R S A AR B SRR B A N 2%, BE 1847 77 Bl .
TATTNIA 7~ 7749 end_to_end.py &£ Bt — NP AL IR EHLER N, T
N B AR X545 . /agents/deep_bot.h5. R~ T2 5, W LAE
ORI (fltn, Sk, BiE k2Lt e B MAWSSE
B bRk, ZHEE LS. B, ARSI AT, 1]
DLA T TH )i 2 AWS L 1 —~deep_bot.hSHL#E A il [ A< b :




cd deep_learning_and_the_game_of go/code
scp aws:~/code/agents/deep bot.h5 ./agents

XRE, JATT AT DL S — AR T B I 25 AR AL
(1) FEAHAE FH dlgotfE 8 37 ATl B O AR BE S 56
(2) R A FRACHS B Birse a3t i 2| AWS S E
(3) mAEE LA, JH3hLk.

(4) GREE R, PHbEEER, TErsciesds, JFAR 1B IR0
N HT R SR

(5) QRFEE, AILCRAIZRar RO | B A AL &, B ROk
S E A s .

D.2 {EAWS I FHHHTTPIEE — P HL2E A

F8E N 1 WM FIHTTP A 8l — M Las AR5, EVRIIAR AT Lhid
A WebFH 5 EIF XS 4E . X AR S R AEA YL 88 F R 23—
A PythonfIWebfii 55 4%, PRI W R Al NABZEMRKIX S L4, HhAT420kE
B HRVTHIX G TR M SRR X S Web M HIFIE BIAWS,  FFITF S &
FER I T CIEUNBRATIAE A T AC B S ), el LB URLR L
EHLEAN T .

IBATHTTPH 5 (177 A/ —#F, R 2 A rl LA



ssh aws

cd ~/code

python web_demo.py \
--bind-address 0.0.0.0 \
--pg-agent agents/9x9_from_nothing/round_007.hdf5 \
--predict-agent agents/betago.hdf5

RHERAEAWS BB S —An A SR L NS A2y, JFrl Bod
o 40 k7 i) -

http://<public-dns-of-your-instance>:5000/static/play_predict_19.html

XEEFARE T FEMREY, BAISHHE— P B F X B
HIJAWSIERE AR R B — N2 BNLEs N, R HGTPIERF|0GS
.



ffii<E CRedlds N A /OGS

FEARME A, AT A ALEs N2 2 Z AR RIOGS .
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from dlgo.gtp import GTPFrontend

from dlgo.agent.predict import load_prediction_agent

from dlgo.agent import termination

import h5py

model file = h5py.File("agents/betago.hdf5", "r")

agent = load_prediction_agent(model file)

strategy = termination.get("opponent_passes")

termination_agent = termination.TerminationAgent(agent, strategy)

frontend = GTPFrontend(termination_agent)
frontend.run()
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git clone https://github.com/maxpumperla/deep learning_and_the_game_of go
cd deep learning and_the game of go

scp -r ./code aws:~/code

ssh aws

cd ~/code

python setup.py develop
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sudo apt install npm

sudo apt install nodejs-legacy
npm install

sudo npm install forever -g
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PATH=/home/ubuntu/code:$PATH forever start gtp2ogs.js \
--username <bot> \
--apikey <api-key> \
--persist \
--boardsize 19 \
--debug -- run_gtp_aws.py > log 2>&1 &
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scp -r ./code aws:~/code
ssh aws
cd ~/code
PATH=/home/ubuntu/code:$PATH node gtp2ogs.js \
--username <bot> \
--apikey <api-key> \
--persist \
--boardsize 19 \
--debug -- run_gtp_aws.py > log 2>&1 &
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